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Introduction

The most fundamental aspects of the building blocks of our universe are studied within
the field of elementary particle physics. Our current understanding of these particles and
the interactions amongst them is summarised in a theory called the Standard Model. This
theory has been experimentally verified with a great precision and all results are still in
agreement with its predictions. One of the most important achievements of the theory was
the successful prediction of the existence of the so-called Brout-Englert-Higgs boson, which
was discovered about a year ago. Although the theory has been proven to be extremely
successful, it also has a number of shortcomings. Gravity, for example, is not included in
this theory. Therefore further experimental tests of the Standard Model’s predictions need
to be carried out.

This was one of the main motivations for the construction of the Large Hadron Collider
at CERN near Geneva, which is a 27 km long circular particle accelerator designed to deliver
proton-proton collisions at record-breaking centre-of-mass energies up to 14 TeV. Within
this thesis top quark pair events, which were produced during the 2010-2012 run of the
LHC at centre-of-mass energies of 7 and 8 TeV and recorded by the CMS detector, are used
in a detailed study of the top-quark mass.

The exact value of the top-quark mass is a very important parameter of the Standard
Model, since it is used for internal consistency checks of the theory. Therefore a very pre-
cise measurement of the top-quark mass is performed in this thesis based on the Ideogram
method. To study the sensitivity of the measured top-quark mass to the theoretical mod-
elling of tt̄ events a measurement of this quantity is also performed in bins of several
kinematic variables and compared to different theoretical predictions. Finally one of the
fundamental symmetries within particle physics, the CPT symmetry, is tested by measuring
the difference in mass between the top and the antitop quark.

In Chapter 1 the theoretical framework of the Standard Model is introduced, together
with an overview of the current experimental status within the field of top-quark physics.
The experimental setup used to perform the measurements within this thesis, namely the
Large Hadron Collider and the CMS detector which are both located at CERN, are discussed
in Chapter 2. An overview of the generation and simulation of proton-proton collisions is
given in Chapter 3, together with the different reconstruction algorithms used in this the-
sis which translate electronic hits in the CMS detector into the measurements of physical
objects like electrons and muons. The selection of top-quark events and the reconstruction
of the top-quark mass in every collision event is explained in Chapter 4. In Chapter 5 the
technique to measure the top-quark mass is introduced and the results which are obtained
when this technique is applied to the data are discussed. The optimisation of this mea-
surement technique and the measurement in bins of kinematic variables are also given here.
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2 INTRODUCTION

The measurement of the mass difference between the top and the antitop quark based on a
similar technique is discussed in Chapter 6. Finally in Chapter 7 an overview of the results
is given together with a comparison to previous measurements of these quantities and some
projections how these measurements can be further improved.

Some of the results in this thesis have already been published. This includes the mea-
surement of the mass difference between the top and the antitop quark with the 7 TeV
dataset [1]. A preliminary result was also made public based on the 8 TeV dataset [2]. The
publication of this measurement is in progress.



Chapter 1

Top-quark physics within the
Standard Model

One of the most extensively studied areas of physics during the last decades was the quest for
a so-called ’theory of everything’: one theory which could describe the entire particle content
of our universe together with the interactions amongst them at all possible energies. There
is a theory which does describe all interactions taking place at energies below 1 TeV: the
Standard Model of elementary particle physics. In Section 1.1 a description of the particles
in this theory and the forces among them is given, together with its main properties relevant
for this thesis as well as its shortcomings.

The heaviest particle within the Standard Model, which is also the most recently dis-
covered quark, is the top quark. The importance of a detailed study of this quark can be
found in Section 1.2. In this section an overview of the current theoretical and experimental
status within the field of top-quark physics is given.

1.1 The Standard Model of elementary particle physics

Within the Standard Model of elementary particle physics [3–8] all currently known elemen-
tary particles and their mutual interactions are described in the framework of relativistic
quantum field theories. An overview of these particles and their interactions are described
in Section 1.1.1. Section 1.1.2 introduces the theoretical framework of the Standard Model;
while Section 1.1.3 introduces the Brout-Englert-Higgs mechanism which is believed to be
responsible for the mass of all elementary particles. One of the fundamental symmetries of
the Standard Model, the CPT symmetry, is discussed in Section 1.1.4. The shortcomings
of this model are described in Section 1.1.5, together with some possible extensions of the
Standard Model.

3



4 CHAPTER 1: Top-quark physics within the Standard Model

1.1.1 The Standard Model particles and their mutual interac-
tions

According to the Standard Model, all known matter is composed of 12 fermions1 with spin
1/2. An overview of these 12 particles can be found in Table 1.1. Each of these fermions

Generation Quarks Leptons

1st up u down d electron neutrino νe electron e−

2nd charm c strange s muon neutrino νµ muon µ−

3rd top t bottom b tau neutrino ντ tau τ−

Electrical charge +2/3 -1/3 0 -1

Table 1.1: An overview of the fermions in the Standard Model and their corresponding
electrical charge.

also has a corresponding anti-particle, with the same quantum numbers but an opposite
electrical charge. These anti-particles are denoted with a bar over their symbol (e.g. f̄
is the anti-particle of a fermion f ), except for the charged leptons. The anti-particles of
the electron, muon and tau are the positron e+, the anti-muon µ+ and the anti-tau τ+

respectively.
The Standard Model contains 3 generations of particles, where each subsequent gener-

ation is a heavier copy of the previous one. Within each generation, there are two types of
particles: quarks and leptons. Quarks are particles which interact via the electromagnetic,
weak and strong force, while leptons are particles which interact only via the electromagnetic
and/or the weak force: the neutral leptons (neutrino’s) do not interact via the electromag-
netic force. All visible stable matter surrounding us is made out of particles from the first
generation. A proton is formed by two up quarks and one down quark, while a neutron is
formed by one up quark and two down quarks. Together with the electron, these protons
and neutrons bind together into all different kinds of atoms.

All the interactions between these fermions are mediated via so-called force-carrying
particles. These bosons2 all have spin 0 or 1. The bosons within the Standard Model are
listed in Table 1.2.

First there is the massless gluon, which is the carrier of the strong force. Secondly
there is the massless photon, carrying the electromagnetic force, and thirdly there are the
massive W± and Z 0 bosons, carrying the weak force. The Standard Model also predicts
the existence of an additional boson: the Brout-Englert-Higgs (BEH) boson, which is
responsible for giving mass to all other particles via the mechanism of electroweak symmetry
breaking. This particle was discovered only very recently [11, 12] and will be discussed in
Section 1.1.3.

1Fermions are particles with a half-integer spin
2Bosons are particles with an integer spin
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Boson Mass (GeV) Spin

gluon g 0 1

photon γ 0 1

W+ and W− 80.385± 0.015 1

Z 0 91.1876± 0.0021 1

H0 125.7± 0.4 0

Table 1.2: An overview of the bosons in the Standard Model, their masses and their
spins [9, 10]. The spin of the recently discovered H0 boson is still hypothetical, although
current results are compatible with the spin-zero hypothesis.

1.1.2 Theoretical framework of the Standard Model

The theoretical framework which forms the mathematical description of the Standard Model
is that of relativistic quantum field theories [3, 4]. As suggested by the name of this
theoretical framework, it combines two of the greatest achievements within physics in the
20th century: quantum mechanics and special relativity. In this section the Lagrangian of
the Standard Model is built.

Fermions and their interactions

Fermions within the Standard Model are represented by a Dirac-spinor field ψ. The Dirac
Lagrangian, representing a free fermion, is defined as

LDirac = iψ̄γµ∂µψ −mψ̄ψ. (1.1)

In this equation γµ are the Dirac matrices, anti-fermions are represented by ψ̄ and m is the
mass of the fermions.

Following the principle of gauge invariance the Dirac Lagrangian is required to be in-
variant under a local phase transformation

ψ′ = Uψ = e i~ε(x)·~τ2ψ (1.2)

with rotation parameters ~ε(x) and generators of a given Lie-group ~τ . This invariance can
be enforced by the introduction of a covariant derivative

Dµ = ∂µ − ig ~τ2 ·
~Aµ, (1.3)

where g is proportional to the interaction strength and is called the coupling constant, and
where ~Aµ are the interacting vector gauge fields. This covariant derivative then transforms
the Dirac Lagrangian into

L = iψ̄γµDµψ −mψ̄ψ

= iψ̄γµ∂µψ −mψ̄ψ + g ψ̄γµ~τ2 ·
~Aµψ. (1.4)
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The last term in this equation describes the coupling between the fermion field and these
new gauge fields.

This clearly shows that the requirement of a theory to be invariant under a local phase
transformation introduces additional vector fields which are responsible for the interactions
within this theory. The gauge transformations can be based on both Abelian or non-Abelian
Lie groups3. In the Abelian case only interactions between the fermions and the gauge fields
are allowed, while in the non-Abelian case also couplings among the gauge fields themselves
are present.

The fundamental interactions of the Standard Model

As explained in Section 1.1.1, the Standard Model contains three fundamental interactions:
the strong force, the weak force and the electromagnetic force. As explained in the previous
section, these interactions are introduced by requiring the theory to be invariant under
local phase transformations. In the case of the Standard Model these transformations are
generated by the gauge group

GSM = SU(3)C ⊗ SU(2)L ⊗ U(1)Y , (1.5)

where the group SU(3)C introduces the strong interaction, and the group SU(2)L⊗U(1)Y
introduces the unified electroweak interaction.

Quantum chromodynamics
Within the theory of quantum chromodynamics (QCD), the strong interaction is
introduced by requiring the theory to be invariant under the local phase transfor-
mations generated by the non-Abelian group SU(3)C . This introduces eight gauge
fields Ga

µ, known as gluons, with a = 1 ... 8, and a covariant derivative

Dµ = ∂µ − igs
λa

2 Ga
µ. (1.6)

In this equation gs is the strong coupling constant and λa are the eight Gell-Mann
matrices. The gluons only interact with particles carrying a so-called colour charge
C , which are only the quarks and the gluons themselves. The leptons do not carry
colour charge so they do not interact with gluons and are considered as singlets
under SU(3)C .

The electroweak interaction
The remaining part of the Standard Model gauge group, SU(2)L⊗U(1)Y , generates
the electroweak force. The requirement of invariance under U(1)Y transformations
introduces a single field Bµ; the same requirement under SU(2)L transformations
generates three fields W k

µ , with k = 1 ... 3; and they require the introduction of a
covariant derivative

Dµ = ∂µ − ig τ
k

2 W k
µ − ig ′Y2 Bµ (1.7)

for the theory to be invariant under SU(2)L ⊗ U(1)Y local phase transformations.
Here g and g ′ are the coupling constants, τ k are the Pauli matrices and Y is the

3An Abelian group is defined as a group with commutating generators ~τ : [τi , τj ] = τiτj − τjτi = 0
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hypercharge. To incorporate the observed parity violation in the weak interaction,
the three fields W k

µ can only couple to left-handed fermions4.
Linear combinations of the fields Bµ and W k

µ correspond to the experimentally
observed bosons. First there is the photon γ

Aµ = W 3
µ sin θW + Bµ cos θW , (1.8)

secondly there is the neutral Z 0 boson

Z 0
µ = W 3

µ cos θW − Bµ sin θW , (1.9)

and thirdly there are the W± bosons

W±
µ =

√
1
2
(
W 1
µ ∓ iW 2

µ

)
. (1.10)

In these equations the Weinberg angle θW is defined as

tan θW = g ′
g . (1.11)

Since the Z 0 and W± bosons have a mass different from zero, additional mass
terms for these need to be added to the Lagrangian, but this would break the gauge
invariance of the Lagrangian. To solve this problem a procedure to spontaneously
break the symmetry is introduced, as explained in Section 1.1.3.

As it is experimentally observed that for quarks the mass (or strong force) eigenstates
differ slightly from the eigenstates under the weak interaction, a matrix transforming the
mass eigenstates to the weak eigenstates is needed: dweak

sweak
bweak


L

=

 Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

  d
s
b


L

. (1.12)

This matrix is called the Cabibbo-Kobayashi-Maskawa or CKM matrix. The elements of
this matrix |Vqq′ | are related to the probability of a quark q to decay into another quark q′
via the weak interaction.

1.1.3 The Brout-Englert-Higgs mechanism and the correspond-
ing boson

The local gauge invariance forbids the introduction of mass terms for bosons and also
for the fermions, as explained in the previous Section. To accommodate the observed
massive Z 0 and W± bosons within the Standard Model the Brout-Englert-Higgs (BEH)

4Right-handed fermions are defined by ψR = 1
2 (1 + γ5)ψ and they have their spin lined up to the

direction of motion, while left-handed fermions are defined by ψL = 1
2 (1− γ5)ψ and these have their spin

opposite to the direction of motion. The γ5 matrix in these equations is defined by γ5 = iγ0γ1γ2γ3



8 CHAPTER 1: Top-quark physics within the Standard Model

mechanism [13–15] is used, where a scalar field is introduced which leaves the Lagrangian
invariant but which breaks the symmetry of the vacuum state.

The electroweak symmetry within the Standard Model is broken by the introduction of
a scalar field Φ that is an electroweak doublet

Φ =
(
φ+

φ0

)
, (1.13)

and where φ+ and φ0 are both complex scalar fields. With these field the following gauge
invariant term can then be added to the Standard Model Lagrangian

LBEH = (DµΦ)†DµΦ− V (Φ)

= (DµΦ)†DµΦ− µ2 (Φ†Φ)− λ (Φ†Φ)2 , (1.14)

with µ2 representing a mass parameter and λ > 0 the strength of the field’s self interaction.
By taking µ2 < 0 the potential V (Φ) reaches a non-unique minimum for

Φ†Φ = |µ
2|

2λ ≡
v 2

2 , (1.15)

where v is the vacuum expectation value. A particular vacuum state is chosen and an
expansion is made around this minimum

Φ = 1√
2

(
0

v + H(x)

)
. (1.16)

Here H(x) is the only remaining field of Φ, called the BEH field. It has a spin 0 particle
associated to it (the BEH boson H0) with a mass mH =

√
2λv . The other three fields are

absorbed by the Z 0 and W± bosons when acquiring a mass. When the SU(2)L ⊗ U(1)Y
covariant derivative of Equation 1.7 is entered into Equation 1.14 they obtain masses

mW = 1
2vg mZ = 1

2v
√

g2 + g ′2. (1.17)

The masses of the fermions, on the other hand, are not generated in a similar way;
Yukawa coupling terms need to be added to the Lagrangian by hand. These terms describe
the interaction between the fermion fields and the BEH field. They have the form

LYukawa = gYukawaΦψ̄ψ, (1.18)

where gYukawa is the Yukawa coupling constant for a fermion with mass m = gYukawav/
√

2.
Until very recently, the existence of the BEH boson was the biggest unknown of the

Standard Model, but this has changed completely in the summer of 2012 with the discovery
of a new boson [11, 12] that is compatible with the Standard Model BEH boson.

1.1.4 CPT symmetry within the Standard Model

All local relativistic quantum field theories like the Standard Model are believed to possess
another fundamental symmetry: the invariance of the theory under so-called CPT transfor-
mations [16]. This CPT transformation is a combination of three individual transformations:
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the charge conjugation transformation C which converts a particle into its antiparticle, the
parity transformation P which changes a right-handed coordinate system into a left-handed
one or vice versa, and the time reversal transformation T which changes the direction of
flow of time.

The invariance under CPT transformations of these local relativistic quantum field the-
ories is called the CPT theorem. It states that local quantum field theories which are
invariant under Lorentz transformations (the so-called relativistic quantum field theories)
must also possess the CPT symmetry. From this theorem it can also be shown that a parti-
cle and its antiparticle must have certain identical properties, like its mass, lifetime and size
of its electrical charge. This means that if CPT violation would be observed (e.g. by the
measurement of a difference in mass between a particle and its corresponding antiparticle),
this would be a clear sign of physics not described by the Standard Model.

Multiple experimental tests of CPT symmetry have been conducted, but no significant
violation of CPT symmetry has been observed so far. One of the most stringent limits
on CPT violation are set by using neutral kaons, which are mesonic bound states of a d
and an s̄ quark. From the measured neutral kaon decay rates the particle-antiparticle mass
difference in the kaon system is estimated to be |mK0 −mK̄0|/maverage < 6× 10−19 at 90%
CL [9, 17, 18]. Although this extremely precise measurement is an important confirmation of
CPT symmetry, this measurement is performed using bound states of fundamental particles
and relies on theoretical calculations to extract the mass difference from the decay rates.
Therefore direct measurement of the mass difference between a fundamental particle and its
antiparticle are also performed since these would suffer less from these issues. An example is
the measurement of the mass difference between the top and the antitop quark as discussed
in Section 1.2.2.

1.1.5 Shortcomings of the Standard Model

Although the Standard Model of elementary particle physics is a very successful theory –
all experimental results show compatibility with its predictions [19] – there are a number of
important shortcomings within the Standard Model. A non-exhaustive list of shortcomings
is given here.

Gravity Since the Standard Model does not include a description of gravity, it can never be
a complete ’theory of everything’. The effects of gravity on the current experimental
results are completely negligible so its inclusion is not mandatory at this point, but
eventually the Standard Model will need to be modified with the addition of a quantum
mechanical description of gravity.

Grand Unification Because of the unification of the electric and the magnetic force within
electromagnetism and of the unification of the electromagnetic and the weak force
within the electroweak interaction of the Standard Model, it is generally believed that
the strong and the electroweak interaction should also be unified at some very large
energy scale. Such a unification is not described by the Standard Model.

The hierarchy problem The typical scale of electroweak physics of∼ 100 GeV is multiple
orders of magnitude smaller than the fundamental scale of gravity, the Planck scale of
order ∼ 1019 GeV. The large discrepancy between both scales is called the hierarchy
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problem. Because the Standard Model predicts no new physics up to the Planck scale
(where the effects of gravity become important), the explanation of the BEH boson
mass would require an extreme fine-tuning of all the parameters of the Standard
Model.

Cosmological problems Multiple astrophysical observations have shown that our uni-
verse consists of 4.9% of ordinary matter, 26.8% of dark matter and 68.3% of dark
energy [20]. The Standard Model does not include a proper dark matter candidate,
and it can not explain what this peculiar dark energy actually is.

The aforementioned shortcomings of the Standard Model have led to the belief that
there must exist extensions of the Standard Model. A very popular and promising extension
is the inclusion of supersymmetry, which provides a link between bosons and fermions.
Supersymmetric theories add to every particle a superpartner with the same properties but
with a difference in spin of half a unit. These theories can provide a dark matter candidate,
solve the hierarchy problem and make the electroweak and the strong forces unify at high
energies. Many other possible extensions of the Standard Model exist, for example theories
introducing extra dimensions or additional interactions. To verify experimentally if the
Standard Model is still valid and to search for any of the predictions of these theories
beyond the Standard Model, particle colliders at increasingly high energies are necessary.

1.2 Top-quark physics

Since its discovery in 1995 [21, 22] by the CDF [23] and DØ [24] experiments at the
Tevatron collider [25], different aspects of the top quark have been studied in great detail.
Also the ATLAS [26] and CMS [27] experiments located at the Large Hadron Collider [28]
(LHC) have also performed very precise measurements within the field of top-quark physics.
The current understanding of the physics related to the top quark will be discussed in
this section. The production and decay of top quarks will be discussed in Section 1.2.1,
while its main properties will be discussed in Section 1.2.2. Finally the importance of a
precise measurement of the top-quark sector of the Standard Model will be discussed in
Section 1.2.3.

1.2.1 Top-quark production and decay

Because of their heavy mass top quarks can only be produced via extremely energetic
processes. The only two laboratories where they have been produced are the Tevatron and
the LHC. The Tevatron delivered proton-antiproton collisions at a maximum centre-of-mass
energy of 1.96 TeV, while the LHC produced proton-proton collisions at a maximum centre-
of-mass energy of 8 TeV. In these collisions top quarks can either be produced singly or in
a quark-antiquark pair (a tt̄ pair). Since the pair production occurs more frequent, these
processes are generally used in detailed studies of the top-quark properties.

Very precise theoretical predictions of the tt̄ production cross-section are available [29,
30] for both the Tevatron and the LHC. The experiments located at both colliders have
also conducted very precise measurements of these cross-sections [31–33]. These theoret-
ical predictions are summarised in Table 1.3 together with the most precise experimental
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measurements, where a good agreement can be seen between the theoretical predictions
and the experimental measurements.

σtheoretical (pb) σexperimental (pb)

Tevatron: pp̄ @
√
s = 1.96 TeV 7.16+0.39

−0.48 7.65± 0.42

LHC: pp @
√
s = 7 TeV 172.0+12.1

−13.4 161.9+6.7
−6.6

LHC: pp @
√
s = 8 TeV 245.8+16.6

−18.7 227± 15

Table 1.3: Overview of the most precise theoretical predictions [29, 30] and experimental
measurements [31–33] of the cross-section for tt̄ production.

Due to its very large mass, the lifetime of the top quark is predicted to be extremely
short: ∼ 5 · 10−25s [34]. This has been experimentally verified to be τt = (3.29+0.90

−0.63) ×
10−25 s [35]. Its decay happens predominantly to a b quark and a W boson (t → W+b or
t̄ → W−b̄). The decay into lighter quarks (t → Ws or t → Wd) is highly suppressed since
the |Vtb| element of the CKM matrix is measured to be very close to one: |Vtb| > 0.972
at 95% CL [36].

TheW boson itself is known to be unstable and decays immediately into either a charged
lepton and a neutrino (W → `+ν` with ` = e,µ or τ) or into a quark and an antiquark
(mainly W → ud̄ or cs̄). Since each quark carries one of the three possible colour charges
there are 6 possible hadronic decay channels, while there are only 3 leptonic decay channels.
Therefore the W -boson has a leptonic branching ratio of ∼ 1/3 and a hadronic branching
ratio ∼ 2/3,

This means that the decay of a tt̄ pair can happen in three channels: the hadronic
channel where both W bosons decay hadronically, the semi-leptonic channel where one
W boson decays hadronically and the other decays leptonically, and the dilepton channel
where both W bosons decay leptonically. The decay channel considered in this thesis is the
semi-leptonic channel5

tt̄ → WbWb → qq̄′b`ν`b, (1.19)

where the lepton ` is a muon or an electron. This decay has a branching ratio of ∼ 14.8%
per lepton flavour. The light and b quarks formed in the final state of tt̄ decays will not
be observed directly. They will undergo the showering and hadronisation as explained in
Chapter 3, which will result in collimated groups of final state particles called jets.

There have also been searches for top-quark decays into other channels. The branching
ratio of flavor changing neutral current top-quark decays (t → Zq) is measured to be
smaller than 0.07% at 95% CL [37], while the branching ratios of the baryon number
violating decay channels t → bcµ and t → bue have been measured to be smaller than
0.16% and 0.17% at 95% CL, respectively [38].

All the experiments have also performed differential cross-section measurements [39–42]
where the tt̄ production cross-section is measured as a function of some variable, like for

5When a particle like a b quark is mentioned in this thesis its antiparticle is implicitly assumed as well.
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example the number of additional jets, the transverse momentum and pseudorapidity6 of
the decay products, the transverse momentum and pseudorapidity of the tt̄ system, etc. An
example of these distributions can be seen in Figure 1.1 for the rapidity7 of the tt̄ system
and the transverse momentum of the b jets produced during top-quark decay. In general a
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Figure 1.1: Differential tt̄ production cross-section as a function of the rapidity of the tt̄
system (left) and as a function of the transverse momentum of the b jets produced during
top-quark decay (right).

decent agreement between the predicted differential cross-sections and the experimentally
measured ones is found, which shows the capability of the Standard Model in providing a
description of these processes.

The production of top quarks does not always happen in pairs. They can also be
produced singly via the s-channel or t-channel exchange of a W boson or via the associated
production of a top quark and a W boson. These processes all have a significantly lower
production cross-section compared to pair production, making their study more difficult. In
recent years significant improvements have been made in this sub-field with the discovery of
single top-quark production and the precise measurement of the single top-quark production
cross-section in both the s- and the t-channel by the Tevatron experiments [43, 44], resulting
in a combined s+t-channel single top-quark production cross section of σs+t = 4.11+0.60

−0.55 pb
in pp̄ collisions at a centre-of-mass energy of 1.96 TeV.

At the LHC the measurement of the t-channel cross-section [45–48] and the discovery
of the associated tW production [49–51] has been performed. At a centre-of-mass energy
of 7 TeV a cross-section of σt = 67.2 ± 6.1 pb is measured, while at 8 TeV the measured
cross-section is equal to σt = 80.1± 13.0 pb. The associated tW production cross-section
is measured to be equal to σtW = 16+5

−4 pb and σtW = 23.4+5.5
−5.4 pb at 7 and 8 TeV,

6The transverse momentum (pT = p sin θ) is the momentum in the direction transverse to the beamline.
The pseudorapidity is defined in terms of the polar angle θ relative to the counterclockwise-rotating beam
as η = − ln(tan θ/2).

7The rapidity of a particle is defined as y = 1
2 ln E+pz

E−pz , where pz is the size of the momentum parallel
to the counterclockwise-rotating beam.
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respectively. The ratio Rt/t̄ of the t-channel top to antitop quark production cross-sections
is also measured at the LHC [52, 53], resulting in values of Rt/t̄ = 1.81+0.23

−0.22 at 7 TeV and
Rt/t̄ = 1.76 ± 0.27 at 8 TeV. All these results are in good agreement with the Standard
Model predictions.

1.2.2 Precise measurement of the top-quark properties

Together with the precise measurement of tt̄ production and decay, several other top-quark
properties have been measured. One of its main properties is the mass of the top quark
which has been measured very precisely at the Tevatron and at the LHC. An overview
of the measurements performed at the LHC can be found in Figure 1.2, while Figure 1.3

 (GeV)tm
165 170 175 180

0

2

4

6

8

 (GeV)tm
165 170 175 180

0

2

4

6

8 ATLAS dilepton
- 2.8
+3.1 1.6 ±175.2 

ATLAS lepton+jets  1.35± 0.75 ±172.31 

ATLAS all-hadronic  3.8± 2.1 ±174.9 

CMS dilepton  1.48± 0.43 ±172.50 

CMS lepton+jets  0.98± 0.43 ±173.49 

CMS all-hadronic  1.21± 0.69 ±173.49 

CMS combination  0.96± 0.33 ±173.54 

Tevatron combination
March 2013

 0.71± 0.51 ±173.20 

Figure 1.2: The latest top-quark mass measurements from the LHC experiments [54–60].

shows an overview of the Tevatron measurements of the top-quark mass. The most precise
measurement is the combination of all the individual Tevatron measurements, which results
in a value of

mt = 173.20± 0.51(stat)± 0.71(syst) GeV = 173.20± 0.87 GeV, (1.20)

corresponding to a relative precision of 0.50%. A good agreement between the mea-
surements performed at the Tevatron and the LHC is also observed, although the LHC
measurements have a slightly larger uncertainty.

Similar techniques as used in the top-quark mass measurements are also used to mea-
sure the difference in mass between the top and the antitop quark (∆mt = mt − mt̄)
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Figure 1.3: The latest top-quark mass measurements from the Tevatron experiments and
their combination [61].

which provides a check of the CPT symmetry of quantum field theories, as explained in
Section 1.1.4. These measurements are summarised in Table 1.4, where a good agreement
with the expectation from CPT symmetry is found: no measurement shows a significant
deviation from zero.

Due to its very short lifetime the spin information of the top quark is conserved and
transferred to its decay products. To study this, precise measurements of the spin correlation
between both top quarks in tt̄ pair production and of the polarisation of these top quarks
have been made. The observation of spin correlations in the tt̄ system was only made quite
recently [64, 65] and showed good compatibility with the expectations from the Standard
Model. Also the top-quark polarisation has been measured [66, 67], and a good agreement
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∆mt (GeV)

DØ, 3.6 fb−1 0.8± 1.8 (stat)± 0.5 (syst)

CDF, 8.7 fb−1 −1.95± 1.11 (stat)± 0.59 (syst)

CMS, 4.7 fb−1 −0.44± 0.46 (stat)± 0.27 (syst)

Table 1.4: Overview of the most precise measurements of the mass difference between the
top and the antitop quark [1, 62, 63].

with the Standard Model was found.
Another important property of the top quark is its electrical charge. Since the top

quark is known to decay into a b quark and a W boson, only two options for the charge
of the top quark are possible: 2/3 (as expected from the Standard Model) and −4/3.
The exotic top-quark charge of −4/3 has been completely excluded by the experimental
observations [68, 69].

A detailed study of the Wtb-coupling is also performed by studying the W -boson helicity
fractions. The fractions of events which contain W bosons with longitudinal, left-handed
and right-handed polarisation are measured to be 0.626±0.059, 0.359±0.035 and 0.015±
0.034, respectively [70], which is in good agreement with the expectations from the Standard
Model.

1.2.3 Importance of the top-quark sector

Since the discovery of the BEH boson and the corresponding measurement of its mass
mH , all the unknown parameters of the Standard Model have been measured. This means
that now a global consistency check of the Standard Model can be performed, providing
a test of the relations between the parameters of the Standard Model [19]. Such a global
electroweak fit results in a p-value of 0.07 for the compatibility of the Standard Model with
the current experimental observations.

The compatibility of the measured masses of the top quark and the W boson with all
other experimental observations can also be checked, as is shown in Figure 1.4. Here the
electroweak fit is repeated two times: once without the inclusion of the measured top-quark
and W -boson masses (resulting in the blue band) and once without the inclusion of the
measured top-quark, W -boson and BEH boson masses (resulting in the grey band). In
both cases the coloured bands show the predicted values of the W -boson and the top-
quark masses. From the difference in size between the grey and the blue band it is clear
that the measurement of the mass of the BEH boson provides a significant improvement
in the precision of these predictions. A comparison of the blue band with the black point
(the measured top-quark and W -boson masses) shows a decent agreement amongst them.
It also clearly shows that an improved measurement of these masses is very important in
checking the consistency of the Standard Model.

Apart from the mass measurement, top quarks can also be used for other important
cross-checks of the Standard Model. First of all they can be used to test the CPT symmetry
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Figure 1.4: Result of the electroweak fit showing the compatibility of the measured top-
quark and W -boson mass with all other experimental measurements used as input for the
fit.

in the Standard Model by measuring the difference in mass between top and antitop quarks.
Secondly they provide a direct probe for anomalous couplings in the Wtb vertex, which can
be studied with the angular distributions of the decay products. Thirdly they can be used
for all kinds of searches for physics beyond the Standard Model, like for example unobserved
top-quark decay channels, or heavy particles decaying into one or more top quarks. Finally,
top quarks are also a very important background in several searches for physics beyond the
Standard Model as well as in the precise measurement of the properties of the BEH boson.
Therefore a profound understanding of the top-quark sector will result in improved searches
for new physics.

Another important aspect of top quarks is their usage as a calibration tool. Because
of their decay into a b quark and a W boson they provide a sample of b jets which can
be used for data-driven measurements of the b-jet identification efficiency [71, 72]. An
additional interesting possibility is the measurement of the jet energy scale of light-quark
jets and b-jets using the tt̄ decay products [73].



Chapter 2

The CMS detector at CERN’s
Large Hadron Collider

As discussed in the previous section, a good agreement is found between experimental
measurements and the predictions from the Standard Model. To test the consistency of
the Standard Model more precisely and to conclude on the existence of the BEH boson
as well as to search for possible phenomena beyond the Standard Model a new particle
collider was built at CERN (European Organisation for Nuclear Research) [74], the Large
Hadron Collider (LHC) [28], which delivers proton-proton collisions at the highest energies.
In Section 2.1 more details about the LHC will be discussed.

Around the collision points immense particle detectors were constructed to allow a
precise measurement of the LHC’s proton-proton collisions. In this thesis the data recorded
by the Compact Muon Solenoid (CMS) detector [27] is used. A detailed description of this
experiment can be found in Section 2.2.

2.1 The Large Hadron Collider

The LHC was constructed during the previous decade in the tunnel which also housed the
Large Electron-Positron collider [75]. This is a quasi-circular tunnel with a circumference of
26.7 km that was excavated between 1984 and 1989. It is located on the border between
France and Switzerland between the lake of Geneva and the Jura mountains, where it lies
between 45 m and 170 m below the surface of the Earth. The design of the LHC will
be discussed in Section 2.1.1 together with its operation. All the different experiments
using the LHC’s proton-proton collisions to perform certain measurements are described in
Section 2.1.2.

2.1.1 The design and operation of the LHC

Since the LHC’s main goal is to allow a detailed study of the interactions amongst ele-
mentary particles and the search for new physics at the highest possible energy scale, it
was designed to accelerate protons up to an energy of 7 TeV and to deliver proton-proton
collisions at a centre-of-mass energy of 14 TeV. This energy is a factor 7 larger than at the
Tevatron collider [25], which was the previous highest-energy collider.

17
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The LHC’s design

Because it was decided to build the LHC in the existing tunnel of the LEP collider, stringent
requirements were put on the magnets which need to bend the proton beams onto their
orbit through the already existing tunnel. To keep the 7 TeV proton beams onto their orbit,
these magnets need to produce a magnetic field of 8.33 T. To produce such a high magnetic
field superconducting magnets are used that operate at a temperature of 1.9 K.

Since the LHC collides protons with protons – and not protons with anti-protons as
was done at the Tevatron – two separate beam pipes with opposite magnetic fields were
needed. Another important limiting factor was the limited inner diameter of the tunnel,
3.7 m, which led to the choice of a twin-bore magnet design as can be seen in Figure 2.1.
Here the two beam pipes are clearly visible, each surrounded with superconducting coils to

Figure 2.1: A schematic cross-section of a LHC dipole magnet.

produce the magnetic fields. In total 1232 of these ∼ 15 m long dipole magnets are used,
each weighing about 27.5 tons, together with many other magnets for the focusing and
steering of the proton beams.

In total the LHC has four interaction regions. These are regions where both beams
cross each other and where protons are brought into collisions. Large particle detectors are
constructed around these collision points. Their aim is to precisely measure all the particles
produced when collisions take place. More information about these detectors is given in
Section 2.1.2.

Apart from the centre-of-mass energy, another important aspect to conduct detailed
studies is the number of collisions produced per second. In a particle collider the number
of events of a certain process (e.g. tt̄ events) produced per second is given by

dNprocess

dt = L σprocess , (2.1)
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where L is the instantaneous luminosity produced by the collider and σprocess is the cross-
section of this particular process. To increase this event rate the LHC was designed to deliver
an instantaneous luminosity of 1034 cm−1s−2, which is almost two orders of magnitude larger
than the maximum instantaneous luminosity achieved by the Tevatron.

In order to achieve such a high luminosity the LHC was designed to collide bunches of
1011 protons every 25 ns, which is equivalent to 40 million bunch-crossings per second. In
total each LHC beam consists out of 2808 bunches of protons. Apart from this high bunch-
crossing rate the luminosity is also increased by a strong focusing of the colliding bunches
of protons, resulting in multiple proton-proton collisions in the same bunch-crossing. These
additional proton-proton interactions taking place during the same bunch-crossing as the
process under study (e.g. pp → tt̄) are called in-time pileup interactions. Because of
the very short time between two bunch crossings the signals in some detectors are also
influenced by the bunch crossings immediately preceding or following the primary crossing.
This effect is called out-of-time pileup.

The accelerator complex located at CERN

Before protons are ready to be injected into the LHC, they first have to go through a number
of smaller particle accelerators which gradually increase their energy and which produce the
proton bunches which are separated by 25 ns. An overview of the entire accelerator complex
at CERN is shown in Figure 2.2. Here the LHC with its four interaction regions (the yellow
dots) is clearly visible.

Figure 2.2: Overview of CERN’s accelerator complex.

First there is the LINAC2, a linear particle accelerator, delivering 50 MeV protons to



20 CHAPTER 2: The CMS detector at CERN’s Large Hadron Collider

the Proton Synchrotron Booster. The Booster accelerates these protons further until they
reach an energy of 1.4 GeV and can be injected into the Proton Synchrotron (PS). Here
the bunch trains with the 25 ns spacing are produced and these proton bunches are then
accelerated until they reach an energy of 26 GeV. Finally these 26 GeV protons are injected
into the Super Proton Synchrotron (SPS), where their energy is increased to 450 GeV and
from which they are directly injected into the LHC. The final acceleration is done by the
LHC, which also brings the protons into collision with each other.

Apart from these high-energy proton-proton collisions, this accelerator complex is also
used for many other experiments. The LHC has also been used successfully to deliver the
most energetic collisions between lead ions and between protons and lead ions. With the
proton beams other experiments in the field of for example nuclear physics and neutrino
physics are performed.

The 2010-2012 run of the LHC

The first protons were circulating in the LHC during September 2008, but due to some
technical incidents, the first high-energy proton-proton collisions were only delivered on 30
March 2010 at a centre-of-mass energy of 7 TeV (3.5 TeV per proton beam), which was the
highest energy ever achieved. After these successful proton-proton collisions the LHC ran in
2010 and 2011 at a centre-of-mass energy of 7 TeV; and in 2012 at a centre-of-mass energy
of 8 TeV. In between the proton-proton runs the LHC also delivered collisions between lead
ions and proton-lead collisions.

During its first year, 2010, the LHC delivered ∼ 45 pb−1 to its main experiments
achieving a maximal instantaneous luminosity of 2.04 · 10−32 s−1cm−2, which is a factor 50
lower than the nominal instantaneous luminosity. The year after the delivered luminosity
was significantly larger, up to 6.14 fb−1. The maximal instantaneous luminosity was also
significantly increased to a value of 4.02 · 10−33 s−1cm−2, which was the highest luminosity
ever reached at a hadron collider. During the year 2012 the LHC delivered again more
luminosity to its main experiments – up to 23.27 fb−1 – with a record-breaking maximal
instantaneous luminosity of 7.67 · 10−33 s−1cm−2.

The very high instantaneous luminosity which was reached in 2011 and 2012 resulted in
a huge amount of data to be analysed by the experiments, but it also has a big disadvantage:
a large amount of pileup. The distribution of the mean number of interactions as observed
by the CMS experiment is shown in Figure 2.3. This high number of pileup interactions
introduces a lot of additional particles and corresponding energy deposits in an experiment,
which makes it much harder to correctly reconstruct and identify the interesting particles
produced in these collisions.

2.1.2 The experiments located at the LHC

Around each of the four interaction regions large experiments were constructed to perform
a detailed analysis of the particle collisions delivered by the LHC. The two largest exper-
iments are the ATLAS [26] and CMS [27, 76] general-purpose experiments. These are
both designed to study a wide variety of physics phenomena. This includes high-precision
measurements of Standard Model quantities, the search for and measurement of the BEH
boson, and the search for all kinds of signals from physics beyond the Standard Model. To
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Figure 2.3: The mean number of proton-proton interactions in the 2012 data recorded by
the CMS detector.

achieve this both experiments use complementary detection techniques. More information
about the CMS detector can be found in Section 2.2.

Apart from these two large experiments there are also two somewhat smaller particle
detectors. Firstly there is the ALICE experiment [77], which is designed to study the heavy-
ion collisions produced by the LHC. Secondly there is the LHCb experiment [78], which is
optimised to deliver very precise measurements in the field of b-quark physics.

In addition to these four main experiments, there are also two small experiments: the
LHCf [79] experiment and the TOTEM experiment [80]. Both experiments are optimised
to detect particles emitted in the very forward region during proton-proton collisions.

2.2 The Compact Muon Solenoid

As one of the two general-purpose detectors, the CMS detector is designed to perform a
large variety of measurements. To successfully accomplish this goal, it needs to be able
to precisely measure all particles emerging from the interaction point where the proton-
proton collisions occur. The detector has several layers built around the collision point. Its
geometry consists out of a central barrel part which is closed at its two ends by an endcap
part, as shown in Figure 2.4.

The inner layer of the CMS detector is a silicon-based tracking detector, as explained
in Section 2.2.1, which reconstructs the trajectories of all charged particles traversing the
detector. The tracking detector is surrounded by the electromagnetic and hadronic calorime-
ters, which measure the energy of most particles produced during collisions. More informa-
tion about the calorimeter system is given in Section 2.2.2. The barrel part of the calorimeter
system is located within the superconducting magnet, which produces a solenoidal field of
3.8 T inside its volume. The final detector layer is the muon system, as explained in more
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Figure 2.4: Graphical overview of the entire CMS detector.

detail in Section 2.2.3 and measures the energy and momenta of the muons traversing all
detector layers.

The overall dimensions of the CMS detector are a length of 21.6 m, a diameter of
14.6 m and a total weight of 12500 tons. The origin of its coordinate system is centred
at the nominal collision point, with the y -axis pointing vertically upward, the x -axis point-
ing inwards to the centre of the LHC, and the z-axis pointing along the direction of the
counterclockwise-rotating proton beam. The azimuthal angle φ is measured from the x -axis
in the x − y plane and the polar angle θ is measured from the z-axis. The pseudorapidity
is defined as

η ≡ − ln tan
(
θ

2

)
(2.2)

and has the advantage that differences in η are invariant under Lorentz boosts along the
beamline. Another useful quantity is the rapidity, which has numerical values that are close
to the pseudorapidity values. It is also denoted with the symbol y and is defined as

y ≡ 1
2 ln E + pz

E − pz
. (2.3)

At the nominal bunch crossing rate of 40 MHz the CMS experiment will produce 40 TB
of data per second, since each collision contains on average 1 MB of data. Because the
current state-of-the-art computer systems are not able to handle such a large amount of



CHAPTER 2: The CMS detector at CERN’s Large Hadron Collider 23

data, the CMS detector is equipped with an online event selection system as explained in
Section 2.2.4. The computing system designed to handle the vast amount of data produced
by CMS is explained in Section 2.2.5. The performance of the CMS detector during the
2010-2012 run of the LHC is discussed in Section 2.2.6.

2.2.1 The inner tracking system

The central part of the CMS detector is a large tracking detector which is designed to
precisely measure the direction and momentum of the charged particles produced during the
LHC’s collisions. This subdetector is centred around the collision point within a cylindrical
volume with a length of 5.8 m and a diameter of 2.5 m. A schematic overview of the
geometry of tracking system is given in Figure 2.5.

Figure 2.5: Geometry of the CMS tracking detector.

The inner part of the tracking detector is the pixel detector, which consists out of three
barrel layers located at radii of 4.4, 7.3 and 10.2 cm and two endcap disks at each side
located at z = ±34.5 and ±46.5 cm. This arrangement results in at least 3 tracking points
over almost the full pseudorapidity range. The entire detector consists out of 66 million
pixels which all have a size of 100×150 µm2. This high granularity is needed for an efficient
reconstruction of charged particle tracks in the high pileup environment of the LHC.

In the radial region between 20 cm and 116 cm the silicon strip tracking detector is
located, which is composed of four subsystems. The most central part is the Tracker Inner
Barrel (TIB) which extends up to a radius r of 55 cm within |z | < 65 cm. The TIB
subdetector is complemented with 3 endcap disks at each side within the region |z | <
100 cm called the Tracker Inner Disks (TID). The combined TIB/TID system has strip
pitches between 80 and 120 µm. It is completely surrounded by the Tracker Outer Barrel
(TOB), which has an outer radius of 116 cm, covers the volume |z | < 118 cm and has
strip pitches between 122 and 183 µm. The final subsystem is the Tracker EndCap (TEC),
covering the volume within 124 cm < |z | < 282 cm and 22.5 cm < r < 113.5 cm, and
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having pitches between 97 and 184 µm. This layout ensures at least 9 hits in the silicon
strip tracker within the range |η| < 2.4.

The main objective of the tracking detector is the precise reconstruction of the tra-
jectories of charged particles crossing the detector. These can then be used to identify
and reconstruct primary vertices originating from proton-proton collisions or other vertices
originating from the decay of long-lived particles.

Reconstruction of charged particle tracks

The starting point of the CMS track reconstruction algorithm is the collection of tracker hits
made by charged particles traversing the tracker modules. The reconstruction of these hits
into tracks is done by the iterative-tracking algorithm [76, 81]. Within each iteration the
combinatorial track finder is applied, which consists of four logical parts: seed generation,
trajectory building, ambiguity resolving, and the final track fit.

Seed generation
In this first step the tracker hits are used to build seeds. These seeds are initial
trajectory candidates to be used as a starting point in the next reconstruction
step. They are generated by combining three tracker hits or two tracker hits and
a beam constraint which are compatible with a single charged particle traversing
the detector. The most precise seeds are obtained using only hits in the pixel
detector, but to increase the track reconstruction efficiency the hits in the silicon
strip detector are also used.

Trajectory building or pattern recognition
The trajectories of charged particles are built using a combinatorial Kalman filter
method. This filter starts from a seed and extrapolates the track to the next layer
of the tracking detector, where a compatible tracker hit is looked for. Finally the
track parameters are updated taking this possible additional hit into account and
this process is repeated until the outermost layer of the tracker is reached.

Ambiguity resolving
Ambiguities can occur for example when multiple tracks are built starting from the
same seed. They are resolved based on the fraction of hits shared between two
tracks and based on the number of hits and the χ2 of the fit of these tracks.

Final track fit
For their final estimates the track parameters are refitted with the same Kalman
filter method, this time taking into account all the hits attributed to the track during
the pattern recognition step. This is performed two times: once starting from the
beamline and running inside-out towards the calorimeters and once starting from
the most outward hit and running outside-in towards the beamline. This procedure
yields optimal estimates of the track parameters.

During the first iteration tracks are reconstructed with very tight criteria, resulting in
a moderate efficiency and a negligible fake rate. During the next iterations tracker hits
unambiguously assigned to the tracks found in the previous iteration are removed and the
track reconstruction is repeated using the remaining hits, with the track reconstruction
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criteria being loosened progressively in each iteration. These looser criteria increase the
tracking efficiency, while the fake rate is kept low due to the hit removal.

For muons within the region |η| < 2.4 and with pT = 100 GeV this algorithm has a
reconstruction efficiency larger than 99%. The transverse momentum resolution is of the
order of 1− 2% for 100 GeV muons within |η| < 1.6 and rises up to 7% at |η| = 2.4 [81].

Primary vertex reconstruction

The identification of primary vertices [76] uses the reconstructed tracks which are originating
from the beamline. These are combined into clusters of tracks based on the z-coordinate
of their point of closest approach with respect to the beamline. These clusters are then
promoted to primary vertices. The main primary vertex is the one with highest

∑
p2
T of its

associated tracks.
To improve the position resolution each cluster of tracks is fitted separately to determine

the coordinates of the primary vertex. In these fits tracks are downweighted according to
their distance from the common vertex to reduce the effect of long-lived particles decaying
into charged particles. After this fit a position resolution of ∼ 20 µm is obtained in the x
and y directions and ∼ 30 µm in the z direction [81].

2.2.2 The calorimeters

The energy of most particles produced during the LHC’s collisions is measured in the
calorimeter system of CMS which is built around the tracker. This consists of two main
parts: an electromagnetic calorimeter (ECAL) and a hadronic calorimeter (HCAL). Each of
these calorimeters is optimised for a precise measurement of different kinds of particles.

The electromagnetic calorimeter

The inner part of the calorimeter system is the ECAL detector which is designed to precisely
measure the energy of electrons and photons. It is a hermetic homogeneous calorimeter
built out of scintillating lead tungstate crystals (PbWO4). A geometrical overview of the
ECAL is shown in Figure 2.6.

The barrel part of the ECAL (EB) is made of 61200 crystals and covers the range
|η| < 1.479. At their front face these crystals have a size of 22×22 mm2, which corresponds
approximately to 0.0174 × 0.0174 in η − φ space, and they each have a total length of
230 mm. Each of the two ECAL endcaps consists of 7324 crystals, which cover the range
1.479 < |η| < 3.0, have a front face size of 28.62 × 28.62 mm2 and have a length of
220 mm.

In front of the ECAL endcaps (EE) covering the range 1.653 < |η| < 2.6 a preshower
detector is located. This is a tracking device where two layers of lead are interleaved with
silicon strip sensors to measure both the position and deposited energy of particles traversing
the detector. Its main goal is to discriminate photons from π0 particles.

The electromagnetic calorimeter allows a very precise measurement of the energy of
electrons and photons. Their energy resolution has been measured with electrons originating
from Z → e+e− decay, which results in resolutions of 1− 3% in the barrel and 2− 5% in
the endcaps [82].
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Figure 2.6: Overview of one quarter of the ECAL subdetector.

The hadronic calorimeter

The electromagnetic calorimeter of the CMS detector is surrounded by the hadron calorime-
ter (HCAL), which is designed to measure the energy of hadrons produced during the LHC’s
collisions. This is necessary for a precise reconstruction of jets and missing transverse en-
ergy. The main part of the HCAL is a sampling calorimeter where brass absorber plates are
interleaved with plastic scintillators to measure the deposited energy. A schematic overview
of the HCAL subdetectors is given in Figure 2.7.

Figure 2.7: Layout of the different HCAL subdetectors.

The central part of the HCAL calorimeter, extending out to |η| = 1.4, is the HCAL
barrel subdetector (HB). Since the HB subdetector is located within the limited space
inside the magnet coil, hadronic shower leakage can sometimes happen. Therefore the HB
subdetector is complemented with additional scintillator tiles located outside the magnet
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called the hadronic outer subdetector (HO). The combined geometry of the HB and HO
subdetectors consists of projective towers with a size of ∆η ×∆φ = 0.087× 0.087.

The HCAL endcap subdetector (HE) overlaps slightly with the HB subdetector and
covers the pseudorapidity range 1.3 < |η| < 3.0. The ∆η × ∆φ tower size matches
that of the barrel for 1.3 < |η| < 1.74, while for larger |η| it increases stepwise to a
maximal size of 0.350 × 0.174. In the very forward region (2.9 < |η| < 5.2) the HE
subdetector is complemented by the HCAL forward subdetector (HF). For these calorimeters
steel absorbers with embedded quartz fibres are used to measure the energy of incoming
particles. The ∆η × ∆φ tower size of the HF subdetector ranges between 0.111 × 0.174
and 0.302× 0.348.

When the ECAL and HCAL calorimeters are combined an energy resolution of 24% is
obtained for 20 GeV pions [76]. For 100 GeV pions the energy resolution is further improved
to 13%.

2.2.3 The muon system

For an efficient detection and a precise reconstruction of muons the CMS detector is sur-
rounded by an extensive muon system. It covers the region |η| < 2.4 and its geometry is
shown in Figure 2.8. The different muon chambers are hosted in the iron magnet return
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Figure 2.8: Longitudinal view of the muon system geometry.

yoke to benefit from the strong magnetic field and of its hadron absorber capabilities.
In the barrel part of the CMS detector (|η| < 1.2) 4 layers of drift tubes (DT) are

present, while in the endcaps (|η| values between 0.9 and 2.4) up to 4 layers of cathode
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strip chambers (CSC) are used. These two systems provide a precise measurement of the
muon transverse momenta and trajectories. To improve the time resolution of the muon
system the region |η| < 1.6 is also equipped with resistive plate chambers (RPC).

2.2.4 The online event selection

When operating at nominal conditions the LHC will produce bunch crossings at a rate of
40 MHz. Because of storage and computing limitations events can only be recorded at a
maximal rate of 400 Hz, which means that an online event selection needs to be performed
to reduce the number of events by a factor of 105. The online event selection or trigger
system of the CMS experiment consists of two levels: the Level-1 (L1) trigger and the High
Level Trigger (HLT).

The Level-1 trigger is made of custom-designed, largely programmable electronics. It
uses coarsely segmented data from the calorimeters and the muon system to decide to keep
or reject an event within 3.2 µs. The maximal output rate of the L1 trigger is 100 kHz,
which is a reduction of at least a factor of 400 with respect to the bunch crossing rate of
40 MHz.

Events which are selected by the L1 trigger are processed by the HLT, which is a software
system implemented on a large farm of commercial processors. The HLT system has access
to the complete reconstructed event data and performs complex algorithms on these events,
which are very similar to those used in the offline software.

2.2.5 The computing aspect of CMS

After being selected by the online trigger system the collision events are passed on to the
CMS computing system. This is designed to support the storage, transfer and manipulation
of the recorded data and the necessary simulated collision events. It was designed in a
combined way for all the LHC experiments so it is often referred to as the Worldwide LHC
Computing Grid (WLCG) [83].

Because of the very large scale of this project a design consisting of multiple levels (or
Tiers) of computing centres was chosen:

Tier-0 (T0)
A single Tier-0 computing centre is hosted at CERN. It is the entry point of the
data recorded by the CMS detector, where this data is copied to permanent mass
storage and a first reconstruction is performed. The T0 computing centre is also
responsible for the transfer of all the data to at least two independent Tier-1
computing centres.

Tier-1 (T1)
A total of 7 Tier-1 centres are located around the world. They provide large batch
CPU facilities to carry out data reprocessing, reliable mass storage systems to ensure
long-term safe storage of the data from CMS (including simulated data), and very
high speed international network links to allow a fast and efficient distribution of
these data to the different Tier-2 centres for analysis.

Tier-2 (T2)
Multiple (∼ 55) Tier-2 centres are also distributed around the world. These are
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smaller computing centres of varying sizes with two main tasks. Firstly they support
analysis activities via a CPU farm and local storage of the necessary data. Secondly
they support the production of simulated data and their transfer to the T1 centres.

2.2.6 The CMS detector during the 2010-2012 run of the LHC

The CMS detector was operated very efficiently during the 2010-2012 run of the LHC. An
overview of the integrated luminosity delivered by the LHC, recorded by the CMS detector,
and validated for analysis can be seen in Figure 2.9.

Figure 2.9: The integrated luminosity delivered to, recorded by and certified by the CMS
experiment in 2011 (left) and 2012 (right).

From the numbers in these figures it can clearly be seen that the CMS detector recorded
the proton-proton collisions delivered by the LHC with a high efficiency. The data recording
efficiency was 90.5% in 2011 and 93.5% in 2012. There are several possible reasons for data
loss, like for example issues with the online trigger system which decides whether events
should be recorded or not, or problems with the power supplies of the CMS detector.

Since not all data recorded by the CMS detector is of the necessary high quality, a
separate offline validation of this data is performed. During this validation it is checked
that all the subcomponents of the CMS detector (the magnet, the different subdetectors,
. . . ) are working as expected and that the reconstructed objects like electrons, muons and
jets are also behaving according to the expectations. By comparing the numbers of the
validated and recorded integrated luminosity a validation efficiency of 91.7% and 90.8%
was observed in 2011 and 2012, respectively.
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Chapter 3

Simulation and reconstruction of
proton-proton collisions

To allow a detailed comparison between the real data taken by the CMS experiment and
the theoretical expectations from the standard model two additional aspects need to be
considered. The first aspect is a detailed simulation of the proton-proton collisions and
the detector response to the particles produced during these collisions. The generation
of proton-proton collisions is explained in Section 3.1, while more information about the
simulation of the detector response can be found in Section 3.2. The second aspect is
the reconstruction of physical objects like charged particles and energy deposits out of
the electronic signals accumulated by the CMS detector. The same algorithms, which are
discussed in Section 3.3, are applied to real data and to simulated events.

3.1 Generating proton-proton collision events

The complex process of generating individual pp → X collision events can be factorised
into different steps [84–86]. These start from the incoming protons and continue until the
hadrons that form the experimentally observed final state. These steps are illustrated in
Figure 3.1 and are summarised below.

Incoming protons
Each of the two incoming protons can be considered as a group of partons –
quarks and gluons. The momenta of these partons inside the proton are distributed
according to the so-called parton distribution functions, which are discussed in
Section 3.1.1.

Hard scattering
Two partons, one parton from each incoming proton, collide with each other during
the hard scattering. When very short-lived particles like top quarks or heavy gauge
bosons are produced their decay is also included in this process. This part of the
event generation is also discussed in Section 3.1.1.

Parton shower
The incoming and outgoing partons can emit additional gluons and quarks. Radia-
tion produced by the incoming partons is called Initial State Radiation (ISR), while
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Figure 3.1: Graphical overview of the different event generation steps.

radiation emitted by the outgoing partons is called Final State Radiation (FSR).
This is modelled using parton showering and discussed in Section 3.1.2.

Hadronisation
When the partons produced in the previous steps recede from each other their
evolution can not be described anymore with perturbative QCD. Phenomenological
hadronisation models are then used to describe how the partons give rise to colour
neutral hadrons. This is described in Section 3.1.3.

Underlying event
Since the colliding partons take only a fraction of the incoming proton energy,
much of the initial energy remains in the beam remnants. These remnants carry
also colour charge so via radiation and hadronisation they will produce the so-called
underlying event, as explained in Section 3.1.4.

3.1.1 The hard scattering

The calculation of the production cross section of a final state X as a function of an
observable O can also be factorised into different parts. This differential cross section for
pp → X production can be calculated as

dσpp→X

dO =
∑

i ,j=q,q̄,g

∫∫
dxidxj fi(xi ,Q2) fj(xj ,Q2) dσ̂ij→X

dO . (3.1)
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In this equation the sum runs over all partonic constituents i and j of the two incoming
protons, carrying momentum fractions xi and xj . The partonic differential cross section
dσ̂ij→X

dO can be calculated within QCD as an expansion in the strong coupling constant αs ,
where the inclusion of higher orders improves the theoretical precision of these calculations.
Calculations where only the term in the lowest αs order is included are called leading order
(LO) calculations. These LO calculations are limited in precision and have some important
shortcomings. For example, they do not include the possibility of additional final-state
partons that can be produced during the hard scattering. Therefore the inclusion of higher
order terms is necessary. A significantly better precision is achieved via next-to-leading order
(NLO) or next-to-next-to-leading order (NNLO) calculations, which are becoming available
for an increasing amount of processes.

The parton distribution functions (PDF) fi(xi ,Q2) and fj(xj ,Q2) in Equation 3.1 repre-
sent the probabilities of finding partons i and j in the incoming protons carrying momentum
fractions xi and xj at a scale Q2. These functions can not be calculated from first principles
so they are determined via global fits to experimental data. The PDFs used here are the ones
obtained by the CTEQ collaboration [87] and are plotted in Figure 3.2 for Q2 = (350 GeV)2.
These are described by 22 independent parameters and their corresponding uncertainties.
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Figure 3.2: CTEQ PDFs for different partons at a scale Q2 = (350 GeV)2.

For the production of a pair of top quarks a minimal partonic centre-of-mass energy
√
ŝ

given by ŝ ≈ (2mt)2 ≈ (350 GeV)2 is needed, assuming a top-quark mass of 175 GeV. The
partonic centre-of-mass energy for the collision of two partons i and j is given by ŝ = xixjs,
so when setting xi ≈ xj ≈ x this results in momentum fractions x ≈ 2mt/

√
s. This gives

values of x equal to 0.050 and 0.044 for 7 and 8 TeV centre-of-mass energies, respectively.
At these low x values the gluon PDF is completely dominant as shown in the Figure 3.2,
which means that tt̄ production at the LHC happens mainly via the gluon-gluon fusion
process gg → tt̄.
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To generate an event sample which can be compared with real collision events Equa-
tion 3.1 can be used. In this case the energy and momenta of the final state particles can
be used as observables O and events are generated according to the theoretical dσpp→X

dO dis-
tribution. Several LO event generators are available, for example pythia [88], but due to
their more precise description of the data other event generators are used more frequently,
like the multi-leg LO MadGraph [89] generator, and the NLO generators powheg [90]
and mc@nlo [91].

MadGraph
MadGraph is a multi-purpose matrix element generator which automatically gen-
erates tree-level matrix elements for decays and 2 → n scatterings. This allows
the inclusion of real higher-order corrections (additional final-state partons), but no
virtual higher-order corrections are considered. In this way the matrix elements for
tt̄ production with up to 3 additional partons and W -boson production with up to
5 additional partons can be calculated. With these matrix elements events can be
generated with the MadEvent event generator.

POWHEG and MC@NLO
These two generators are able to generate individual events for a limited number
of processes with NLO accuracy, like for example processes involving one or more
top quarks or one or more gauge bosons. They are based on theoretical matrix-
element calculations which have been calculated with NLO precision. The difference
between powheg and mc@nlo lies in the way these theoretical NLO calculations
are matched to the parton showers, which will be explained in Section 3.1.2.

3.1.2 Parton showering

The description of the additional quarks and gluons emitted by the incoming and outgoing
partons of the hard interaction is described by the parton showering formalism. Here the
probability Pa→bc of a parton a at a scale Q2 to split into two partons b and c is given by
the DGLAP (Dokshitzer-Gribov-Lipatov-Altarelli-Parisi) equations [92–94]

dPa→bc = αs

2π
dQ2

Q2 Pa→bc(z)dz , (3.2)

where z defines the energy sharing between the two final-state partons b and c , defined as
Eb = zEa and Ec = (1− z)Ea. The different splitting functions Pa→bc are given by

Pq→qg(z) = 4
3

1 + z2

1− z , (3.3)

Pg→gg(z) = 3(1− z(1− z))2

z(1− z) , (3.4)

Pg→qq̄(z) = nf
2 (z2 + (1− z)2), (3.5)

where nf if the number of quark flavours.
These equations can then be applied to every final-state parton to describe their shower.

A parton a is evolved downwards from some initial scale Q2
max until it branches. Here the
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mother parton a is replaced by two daughter partons b and c , which in their turn are
evolved downwards in Q2 and may branch. This process gives rise to a cascade of partons
and continues until some lower Q2 cutoff scale around (1 GeV)2 is reached to avoid the
Q2 → 0 divergence. Below this scale hadronisation effects take over, which are modelled
in a different way as explained in Section 3.1.3.

The Pa→bc probabilities obtained from these equations are clearly larger than one in the
soft limit (z → 1). This can be solved by the introduction of a Sudakov form factor, which
changes the DGLAP equations into

dPa→bc = αs

2π
dQ2

Q2 Pa→bc(z)dz exp
(
−
∑
b,c

∫ Q2
max

Q2

dQ′2
Q′2

∫
αs

2πPa→bc(z ′)dz ′
)

. (3.6)

This Sudakov factor can be interpreted as the probability that no branching of parton a
occurred when it evolved from a scale Q2

max to a scale Q2.
The parton shower approach is also applied to generate ISR showers. In this case the

starting point are the partons entering the hard interaction and they are also evolved to
lower and lower Q2, which means that the evolution goes backwards in time. Both the ISR
and FSR parton showers are implemented into different programs, like pythia [88] and
herwig [95]. Most of the simulated data samples used in this thesis are showered with
the transverse momentum p2

⊥ ordered shower approach of pythia, while some samples are
produced with the E 2θ2 ordered showers from herwig to estimate the effect of different
shower approaches.

Matching hard-scattering matrix elements with parton showers

When a parton shower formalism is used in combination with a hard-scattering matrix-
element calculation to generate events, an unambiguous separation between the hard scat-
tering and the parton showering is necessary [96]. Its primary goal is to avoid the double-
counting of events, since a (n+1)-jet event can be obtained in two ways: from the showering
of a (n+1)-parton matrix-element final state, or from an n-parton matrix-element final state
with a hard emission during the parton shower leading to an extra jet. A proper matching
scheme between the matrix element and the parton shower will also avoid dead regions by
ensuring that each configuration is generated by at least one of the allowed paths.

Most simulated event samples used in this thesis are generated with MadGraph
matched to pythia for the parton showering. This matching is performed with the k⊥-
based variant of the MLM matching scheme [97], which uses the same definition to measure
distances as the k⊥ jet algorithm as explained in Section 3.3.4. The minimal distance dmin
among the distances dij between any two partons i and j , and the distance diB between a
parton i and the beam is used. Both distances are defined as:

dij = min (k2
⊥i , k2

⊥j)
∆R2

ij

R2 and diB = k2
⊥i , (3.7)

where k⊥i is the transverse momentum of parton i , R is a radius parameter, and ∆Rij =√
∆y 2

ij + ∆φ2
ij is the separation between two partons i and j in the (y ,φ)-plane where y is

the rapidity as defined in Equation 2.3.
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Initially a set of partonic events with n partons from the matrix element is generated,
where the minimal distance dmin needs to exceed a certain threshold dcut . Afterwards these
events are showered with pythia and the resulting final-state partons are clustered into jets
with the k⊥ jet algorithm with a cutoff d jets

cut > dcut . The resulting jets are then matched to
the n original matrix-element partons by requiring the distance dij between a matrix-element
parton i and a jet j to be smaller than d jets

cut . An event is then rejected unless each jet is
matched to a matrix-element parton, except for the highest multiplicity sample. Here extra
jets are allowed below the dmin value of the softest matrix-element parton in the event,
since these additional jets can only be generated via the parton showering.

Events generated with powheg and showered with pythia are also used in this the-
sis. In this case events are generated using NLO calculations, so including events where
an additional parton is emitted in the hard process. Afterwards the parton showering is
performed where the subsequent softer radiation at lower Q2 compared to this additional
hard parton is generated. This results in events with up to one additional emission with full
NLO accuracy, while any additional radiation is generated by the parton shower.

A sample of tt̄ events generated with mc@nlo and showered with herwig is also used.
Here NLO corrections to an n-parton final state are calculated, including (n + 1)-parton
real corrections and n-parton virtual corrections. It is also calculated how a first branching
in a shower starting from an n-parton topology would populate the (n + 1)-parton final
state. This is then subtracted from the (n + 1) matrix element calculation to define the
true (n + 1) events, while all other events are then belonging to the n-parton final state.
Finally both types of events are showered with herwig.

3.1.3 Hadronisation

The next step after completing the showering of a collision event is the formation of colour-
neutral hadrons out of all the coloured partons produced by the showering algorithm. This
process is called hadronisation and happens at small scales where the perturbative approach
of QCD is not valid anymore, meaning that this can not be calculated from first principles
and phenomenological models have to be used.

The model implemented within pythia is the Lund string model [86, 98], which uses the
fundamental property that the potential V of a QCD colour field or colour string between
a quark q and an antiquark q̄ grows linearly with the separation r between these quarks:

V (r) = κr , with κ ∼ 1 GeV
fm

. (3.8)

So when q and q̄ move apart, their kinetic energy is gradually converted into potential
energy stored in the string spanned between them. This continues until a quark-antiquark
fluctuation in the string produces two real particles q′ and q̄′ by absorbing part of the energy
of the string: (qq̄)→ (qq̄′)+(q′q̄). The production of such a new qq̄ pair with quark mass
mq and quark transverse momentum p⊥q is based on quantum tunnelling and proportional
to

exp
(−πm2

q

κ

)
exp
(−πp2

⊥q

κ

)
. (3.9)

The presence of the quark mass mq in this equation means that only u, d and s quarks will
be produced, since other quarks have a much larger mass.
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One of these newly created quark pairs will form a meson, while subsequent splittings
of the colour string between the other quark pair can happen. Baryons on the other hand
are created within this model by the production of an diquark-antidiquark pair instead
of a quark-antiquark pair during string breaking. The probability to obtain a resulting
hadron h with mass mh, transverse momentum p⊥h and longitudinal momentum fraction z
is determined from the Lund symmetric fragmentation function

f (z) ∝ 1
z (1− z)a exp

(
−b (m2

h + p2
⊥h)

z

)
, (3.10)

where a and b are tunable parameters. For the significantly heavier c and b quarks an addi-
tional factor 1/zb m2

q is included in the fragmentation function, as suggested by experimental
data.

An alternative hadronisation algorithm is the cluster fragmentation model [99] which is
implemented in herwig. Here all gluons produced during the showering are first split into
quark-antiquark pairs. Afterwards all colour connected quarks are grouped into clusters
from which hadrons are produced.

The final collection of particles produced by event generators contains a significant
fraction of unstable particles. Their decay takes place after the hadronisation is finished.
For the decay of some particles external packages can be used which give a more precise
description of these decays, like for example tauola [100] which is used for the decay of
τ leptons and takes the spin information properly into account.

3.1.4 Underlying event

The two partons undergoing the hard interaction carry a colour charge, which means that
the remainder of the incoming protons – the beam remnant – is also colour charged and
will hadronise as well. Apart from the hard interaction the other partons of the two in-
coming protons can also interact, producing multiple parton interactions (MPI). Both the
hadronisation of the beam remnant and the multiple parton interactions produce additional
soft hadrons resulting in the so-called underlying event [84, 86].

For the modelling of multiple parton interactions within pythia the incoming protons
are viewed as a collection of incoming partons which are transversely distributed according
to a double Gaussian density

ρ(r) = N1 exp
(
−r 2

r 2
1

)
+ N2 exp

(
−r 2

r 2
2

)
, (3.11)

where N2/N1 and r2/r1 are tunable parameters. This causes the average number of partonic
interactions to depend on the impact parameter between the two colliding protons, so on
average central collisions will have a higher number of partonic interactions thus they are
more likely to contain at least one hard scattering. These central collisions produce much
more activity than peripheral collisions, which also means that hard scattering events like
the tt̄ events considered in this thesis are sitting on top of a higher MPI background than
events without a hard scattering.

The colour structure inside each of the partonic interactions is described by the matrix
elements and parton shower as explained before, but since each of these systems carries
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away colour charge of the colliding protons some colour connection between these systems,
including the proton remnants, must exist. These colour strings can even connect two
partonic systems going into opposite directions and will give rise to a significant number of
soft particles during hadronisation.

Another important aspect of the underlying event is colour reconnection. This is the
interaction between different colour strings that can occur during hadronisation, which will
modify the colour structure of the event and affect the hadronisation. Within pythia the
probability for a colour string to preserve its original colour connections depends on the
total activity in the event, since this probability is lower in very busy events with lots of
overlapping colour strings. The modelling of colour reconnection is especially relevant within
measurements of the top-quark mass since reconnections can occur between the colour
strings belonging to the hadronically decaying W boson and the colour strings between the
b quarks and the remainder of the event. This can alter the measured top-quark mass via
the measured momenta of the b quark and the W boson [101].

To obtain a good description of the hadronisation and underlying event in real collision
events the free parameters of these phenomenological models need to be tuned to data.
Within this thesis different tunes are used. Most simulated event samples at a centre-of-
mass energy of 7 TeV are produced with the Z2 tune, which is identical to the Z1 tune [102]
based on tunes to collision data from previous experiments and taking some new LHC results
into account, but using a different set of parton density functions. The event samples at a
centre-of-mass energy of 8 TeV are produced with the Z2∗ tune, which is a slightly updated
version of the Z2 tune. Additional event samples with different tunes are also produced
to allow a comparison between different tunes [103]. For this the P11 tune is used as a
central reference, while the P11mpiHi and P11TeV tunes are, respectively, variations with
more and less underlying event activity. An additional variant of the P11 tune where colour
reconnections are disabled is also used: the P11noCR tune.

Some properties of the different tunes used for the 8 TeV analysis are shown in Fig-
ure 3.3. Here the number of charged generator-level particles with transverse momentum
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Figure 3.3: Comparison between different pythia tunes of the number of charged particles
Nch with pT > 0.4 GeV (left) and of the average charged particle pT as a function of the
number of charged particles (right).

pT > 0.4 GeV is shown, together with the dependence of the average pT of charged
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particles on the number of charged particles. These plots show the decreased and increased
event activity of the P11TeV and P11mpiHi tunes with respect to the central P11 tune.
The effect of disabling colour reconnections can also be seen by comparing the P11noCR
tune with the P11 tune. For events with a high number of charged particles this disabling
of colour reconnections results in an increased number of charged particles but with a lower
average pT .

3.2 CMS detector simulation

After being generated the proton-proton collision events are passed on to the CMS detector
simulation [76], which is implemented within the CMS software package cmssw. It is
based on the geant4 [104] simulation toolkit to provide a description of the interaction
between the detector material and the traversing particles. Therefore the geometry of the
detector and all its subcomponents is implemented within this software package, together
with a precise map of the magnetic field.

All particles emerging from a generated proton-proton collision are propagated to the
different layers of the CMS detector and at each layer the interaction between these particles
and the detector is simulated. Afterwards the electronic signals produced by the active
detector materials and the detector electronics are simulated, resulting in a data stream
similar to the output of the real detector. At this point the effect of additional proton-proton
interactions (pileup) is also included by adding the detector hits of generated proton-proton
interactions on top of the already existing hits resulting from the main interaction. The
effects of pileup occurring during the same bunch crossing or those immediately preceding
or following the primary crossing are both included. The main disadvantage of this very
detailed fullsim simulation is that it is quite slow, taking about 3 minutes of CPU time
per event. Therefore a more simplified simulation called fastsim is also available which is
about a factor 100 faster.

Most of the simulated event samples used in this thesis are centrally produced with
fullsim and used by many analyses within the CMS collaboration. A couple of samples
at
√
s = 7 TeV are privately produced using fastsim. All the simulated event samples

used within this thesis are listed in Table 3.1 for
√
s = 7 TeV, and Tables 3.2 and 3.3 for√

s = 8 TeV.

3.3 Physics object reconstruction

The reconstruction algorithms, which translate electronic hits in the different subdetectors
into physical objects like leptons and jets, are described here. Due to its superior per-
formance the particle-flow event reconstruction is used, which aims at reconstructing and
identifying individual particles by combining the information of the different subdetectors.
These individual particles can then be used to construct higher-level objects like jets and
missing transverse energy.

Since the particle-flow event reconstruction uses the standard muon and electron re-
construction algorithms, a description of these is given first in Sections 3.3.1 and 3.3.2.
Afterwards the different parts of the particle-flow algorithm are explained in Section 3.3.3.
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Sample Generator σ (pb) # events L (fb−1)

tt̄ + jets MadGraph, tune Z2
mt = 172.5 GeV 172.0 58 M 337.4

W → `ν` + jets MadGraph, tune Z2
W + 4 jets 194.6 13 M 66.3
W + 3 jets 343.0 6 M 19.4
W + 2 jets 1618.1 25 M 15.5

Z/γ∗ → `+`− + jets MadGraph, tune Z2 3048 36 M 11.8

single top powheg, tune Z2
t-channel t 41.92 3.9 M 92.8
t-channel t̄ 22.65 1.9 M 85.6
tW-channel t 7.87 812 k 103.2
tW-channel t̄ 7.87 808 k 102.6

tt̄ + jets variations MadGraph, tune Z2
mt = 161.5 GeV 172.0 1.6 M 9.1
mt = 163.5 GeV 172.0 1.6 M 9.3
mt = 166.5 GeV 172.0 1.6 M 9.5
mt = 169.5 GeV 172.0 1.6 M 9.2
mt = 175.5 GeV 172.0 1.5 M 8.8
mt = 178.5 GeV 172.0 1.6 M 9.4
mt = 181.5 GeV 172.0 1.6 M 9.5
mt = 184.5 GeV 172.0 1.6 M 9.5
Q2 up, less ISR/FSR 172.0 3.2 M 18.9
Q2 down, more ISR/FSR 172.0 3.6 M 20.8
matching up 172.0 3.9 M 8.8
matching down 172.0 1.5 M 22.9

tt̄ + jets tune variations MadGraph
tune P11 172.0 8.5 M 49.1
tune P11noCR 172.0 8.7 M 50.4

tt̄ + jets fastsim MadGraph
tune P11 172.0 8.4 M 48.6
tune P11mpiHi 172.0 8.4 M 48.6
tune P11TeV 172.0 8.4 M 49.1

Table 3.1: Overview of the simulated event samples at
√
s = 7 TeV. Showering and

hadronisation is performed with pythia for all these samples.
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Sample Generator σ (pb) # events L (fb−1)

tt̄ + jets, mt = 172.5 GeV MadGraph, tune Z2∗

` + jets 107.7 25.0 M 231.8
dilepton 25.8 12.0 M 465.5
all-hadronic 112.3 31.2 M 277.4

W → `ν` + jets MadGraph, tune Z2∗

W + 4 jets 264.0 13.4 M 50.7
W + 3 jets 640.4 15.5 M 24.2
W + 2 jets 2159.2 34.0 M 15.8
W + 1 jet 6662.8 23.1 M 3.5

Z/γ∗ → `+`− + jets MadGraph, tune Z2∗

Z/γ∗ + 4 jets 27.4 6.2 M 22.8
Z/γ∗ + 3 jets 60.7 10.6 M 17.5
Z/γ∗ + 2 jets 215.0 2.3 M 10.7
Z/γ∗ + 1 jet 666.3 24.0 M 36.0

single top powheg, tune Z2∗

t-channel t 56.4 3.7 M 66.0
t-channel t̄ 30.7 1.9 M 62.1
tW-channel t 11.1 494 k 44.5
tW-channel t̄ 11.1 493 k 44.5

tt̄ + jets variations MadGraph, tune Z2∗

mt = 161.5 GeV 245.8 5.4 M 21.8
mt = 163.5 GeV 245.8 5.4 M 21.8
mt = 166.5 GeV 245.8 4.4 M 18.1
mt = 169.5 GeV 245.8 5.2 M 21.2
mt = 175.5 GeV 245.8 5.2 M 21.1
mt = 178.5 GeV 245.8 4.7 M 19.2
mt = 181.5 GeV 245.8 5.1 M 20.9
mt = 184.5 GeV 245.8 5.2 M 21.3
Q2 up, less ISR/FSR 245.8 5.0 M 20.3
Q2 down, more ISR/FSR 245.8 5.4 M 21.9
matching up 245.8 5.4 M 21.9
matching down 245.8 5.5 M 22.3

Table 3.2: Overview of the simulated event samples at
√
s = 8 TeV, except some samples

used for systematic studies. Showering and hadronisation is performed with pythia for all
these samples.
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Sample Generator σ (pb) # events L (fb−1)

tt̄ + jets, mt = 172.5 GeV MadGraph, tune P11
` + jets 107.7 12.0 M 111.3
dilepton 25.8 5.8 M 225.4
all-hadronic 112.3 11.7 M 103.7

tt̄ + jets, mt = 172.5 GeV MadGraph, tune P11TeV
` + jets 107.7 7.8 M 72.7
dilepton 25.8 4.0 M 154.3
all-hadronic 112.3 7.9 M 70.7

tt̄ + jets, mt = 172.5 GeV MadGraph, tune P11mpiHi
` + jets 107.7 8.0 M 73.9
dilepton 25.8 4.0 M 154.2
all-hadronic 112.3 8.0 M 70.8

tt̄ + jets, mt = 172.5 GeV MadGraph, tune P11noCR
` + jets 107.7 12.0 M 111.6
dilepton 25.8 5.9 M 227.6
all-hadronic 112.3 11.6 M 102.8

tt̄ + jets, mt = 172.5 GeV mc@nlo 245.8 32.6 M 132.7

Table 3.3: Overview of the simulated event samples at
√
s = 8 TeV used for systematic

studies. Showering and hadronisation is performed with pythia for all these samples,
except the mc@nlo sample where herwig is used.
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The reconstruction of jets, the identification of b-quark jets, and the reconstruction of the
missing transverse energy is finally described in Sections 3.3.4, 3.3.5 and 3.3.6, respectively.

3.3.1 Muon reconstruction

Muons play a central role in the identification of tt̄ → bb̄qq̄µνµ events so an efficient
reconstruction of these muons is necessary. Since they can easily traverse thick layers of
matter they are the only detectable particles escaping the calorimeters and producing hits
in the different muon detectors. The muon reconstruction consists of several steps [76,
105, 106].

During the first step, the local reconstruction, hits within individual DT and CSC cham-
bers are combined into track segments. The track segments of the innermost chambers are
then used to generate seeds, which serve as starting point for the next step: the standalone
muon reconstruction. Like in the case of the track reconstruction (Section 2.2.1) Kalman
filtering is used to propagate these tracks outwards to the next layers where compatible
track segments or hits are included in the track fit. After reaching the outermost layer
an outside-in Kalman filter is applied using the compatible track segments, hits and an
additional beam-spot constraint for the final estimate of the track parameters. This results
in so-called standalone muons.

Afterwards a matching charged-particle track in the inner tracking system is identified
for each standalone muon track by comparing parameters of the two tracks propagated
onto a common surface. Starting from the standalone muon track an outside-in Kalman
filter is applied where the corresponding hits in the central tracking system are included in
the fit, resulting in global muons.

Instead of the outside-in approach, which starts from standalone muon tracks, an inside-
out approach is also used to reconstruct muons. In this case the starting point are all the
reconstructed tracker tracks with transverse momentum pT > 0.5 GeV and total momentum
p > 2.5 GeV. They are all extrapolated to the muon system and if at least one track
segment in the muon system matches the extrapolated track, the corresponding tracker
track is identified as a tracker muon.

With this combined way of reconstructing muons a very high muon reconstruction
efficiency is obtained. Muons with low momenta are very efficiently reconstructed via
the tracker muon approach, while the global muon reconstruction is designed to have a
high efficiency for muons penetrating multiple layers of the muon system. The muon
reconstruction and identification efficiency has been measured in data to be larger than
98% for muons with pT > 5 GeV [105].

Apart from the identification of muons and the precise measurement of their momenta,
a correct assignment of their electrical charge is also of vital importance within this the-
sis. Since positively and negatively charged muons will bend in other directions under the
influence of the magnetic field within the CMS detector, their charge is measured via the
direction of curvature of their reconstructed tracks. The charge misidentification probability
is measured in a data sample of cosmic ray muons where one cosmic ray muon traverses
the entire detector but is reconstructed as two muon candidates with opposite charge [106].
The measured charge misidentification probability as a function of the transverse momen-
tum of the cosmic ray muon is shown in Figure 3.4. Most of the muons produced in tt̄



44 CHAPTER 3: Simulation and reconstruction of proton-proton collisions

decay have pT < 100 GeV, where the charge misidentification probability of the global
muons is smaller than 10−3.
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Figure 3.4: Muon charge misidentification probability as measured in a data sample of
cosmic ray muons detected with CMS.

3.3.2 Electron reconstruction

As was the case for muons, an important role in the identification of tt̄ → bb̄qq̄′eνe events
is played by the electron reconstruction algorithm. Two closely related variants are available;
one which was developed with as main goal an efficient reconstruction of isolated electrons
and another one as part of the particle-flow algorithm where additional optimisations were
done to include also an efficient reconstruction of non-isolated electrons produced within
jets. A description of the former will be given here [76, 107], while more information about
the latter can be found in Section 3.3.3. Since the electrons produced at the centre of the
CMS detector have to traverse a significant amount of material before they reach the ECAL,
Bremsstrahlung can be emitted by these electrons. Together with the strong magnetic field
this will cause a spread of the initial electron energy in the φ direction, which has to be
taken into account during their reconstruction.

The electron reconstruction is started by looking for electron track seeds to be used
as initial estimates of the electron track parameters during the track reconstruction. Two
complementary seeding algorithms are used: ECAL-driven seeding, which is more suitable
for high pT and isolated electrons, and tracker-driven seeding, optimised for low pT electrons
and electrons inside jets. The ECAL-driven seeding is started by clustering energy deposits
in the ECAL subdetector within a region which is quite narrow in η but much larger in φ
into superclusters. Afterwards the energy-weighted average impact point of the electron
and its associated Bremsstrahlung photons is propagated towards the pixel detector, where
compatible hits are identified and pairs of such hits are used as seeds. The tracker-driven
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seeding algorithm, on the other hand, starts from the charged-particle tracks reconstructed
with the iterative-tracking algorithm, as explained in Section 2.2.1. It identifies those tracks
compatible with the electron particle hypothesis, either by comparing the parameters of the
track and the matched supercluster or via a multivariate discriminator based on the tracks
parameters. These tracks are then used as seeds for the electron track reconstruction.

The reconstruction of electron tracks based on the previously determined seeds is per-
formed with the Gaussian-sum filter (GSF) [108], which uses a similar approach as the
Kalman filter from the standard track reconstruction explained in Section 2.2.1. The main
difference is that the Kalman filter assumes that the energy loss distribution of a charged
particle traversing a thin layer of material is Gaussian, which is not the case for the emission
of Bremsstrahlung by electrons, while the GSF algorithm assumes this energy loss distri-
bution of electrons to be described by a Gaussian mixture (a weighted sum of Gaussian
distributions). Like the standard tracking algorithm, the GSF algorithm starts from the
track seed which is propagated to the next tracking layer where compatible hits are identi-
fied and included in the track fit. These steps are then repeated until the outermost tracker
layer is reached.

With this combined ECAL+tracker-based algorithm electrons can be reconstructed
very efficiently. An efficiency larger than 90% was measured for electrons with pT >
20 GeV [109]. The assignment of their electrical charge is determined in the same way
as for the muons, via the direction of curvature of their reconstructed tracks. The charge
misassignment probability of electrons has also been measured in data [110]. Using a
Z/γ∗ → e+e− data sample the charge misassignment probability was measured to be
within 0.1 – 0.4% and increasing with the electron’s pseudorapidity.

3.3.3 The particle-flow event reconstruction

The main idea behind the particle-flow (PF) event reconstruction is to combine all the
information of the different CMS subdetectors in order to reconstruct and identify all stable
particles traversing the CMS detector. Afterwards the list of individual particles can be used
to determine the missing transverse energy, to reconstruct jets, etc. The main advantage
of this technique is that the momentum of a particle is estimated much more precisely since
the information from multiple subdetectors is combined.

The algorithm consists of several steps [111, 112]. It starts with the reconstruction of
its fundamental elements, the calorimeter clusters and the charged-particle tracks, which
are then linked together into blocks. In the final step these blocks are identified as the
different particles produced during proton-proton collisions: electrons, muons, photons,
charged hadrons and neutral hadrons.

Building and linking of the fundamental elements

Since the momenta of charged particles are measured much more precisely in the tracker
than in the calorimeters for transverse momenta up to several 100 GeV, a very efficient track
reconstruction is necessary. The iterative-tracking algorithm as explained in Section 2.2.1
was developed for this purpose, since this algorithm has a high tracking efficiency and a
low fake rate.
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A clustering of the individual calorimeter hits is also performed separately in each of
the calorimeter subdetectors. The algorithm starts by identifying seeds, which are defined
as calorimeter hits with an energy above a certain threshold. Then topological clusters are
built starting from these seeds by adding hits in calorimeter cells with at least one side
in common with the already clustered cells. Finally particle-flow clusters are constructed
within these topological clusters. Hereby each seed gives rise to exactly one PF cluster,
where the energy of all the cells within the topological cluster is shared between the PF
clusters based on the cell-cluster distance.

These charged-particle tracks and PF clusters are used to build electron candidates
using the algorithm explained in Section 3.3.2. The resulting GSF tracks are used as
electron candidates. Muon candidates are reconstructed with the standard algorithms from
Section 3.3.1.

Since every particle traversing the CMS detector will give rise to several components
in different subdetectors a linking algorithm is applied which identifies all components be-
longing to the same particle and combines them into blocks. Charged-particle tracks and
PF clusters are matched by extrapolating the track to the relevant calorimeter subdetector
and checking whether its extrapolated position is within the cluster boundaries. Linking an
electron candidate track with a PF cluster is done in the same way as for other charged
particles, but additional clusters caused by Bremsstrahlung photons are also added by ex-
trapolating tangents of the GSF track to the ECAL surface. Two calorimeter clusters are
linked together when the cluster position in the more granular calorimeter is within the clus-
ter envelope of the less granular one. Charged-particle tracks in the inner tracking system
and tracks in the muon system are matched based on the χ2 of a global muon fit of the
two tracks.

Particle identification

The identification of different particles starting from the linked subcomponents consists of
several steps. First of all, muons and electrons are identified. Afterwards the algorithm
looks for charged hadrons and finally the list of neutral hadrons and photons is constructed.

Muon candidates can be promoted to PF muons via three different selections: isolated,
PF-tight and PF-loose. In the isolated selection only global muons are considered and
they need to pass a loose isolation requirement. The remaining muons are passed to the
PF-tight and PF-loose selections which both aim at identifying muons in jets. In the PF-
tight selection information from the muon system and the calorimeters is used to reject
hadronic punch-through. The muons selected by PF-loose criteria are used during charge
hadron identification. There they will be promoted to PF muons if their track momentum
is significantly larger than the corresponding energy deposit, which is incompatible with a
charged hadron hypothesis.

The identification of PF electrons starts from the collection of electron candidates and
is based on the most sensitive observables to separate electrons from charged hadrons: vari-
ables based on the energy matching between the tracks and the ECAL deposits, calorimeter-
based and shower-shape variables, and pure tracking variables. A multivariate method is
used to combine all these variables into a single discriminator, which is then used to iden-
tify PF electrons. Their momentum is obtained via a weighted combination of the electron
track and the PF cluster momenta.
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The remaining charged-particle tracks and PF clusters are used to build charged hadrons,
photons and neutral hadrons. For tracks connected to PF clusters their momentum is
compared to the PF cluster momentum. If the track momentum is similar to the PF cluster
momentum a charged PF hadron is identified; if the track momentum is significantly smaller
than the PF cluster momentum a charged PF hadron is identified together with a neutral
PF particle, a PF photon or a neutral PF hadron; and if the track momentum is significantly
larger than the PF cluster momentum additional muons are searched for starting from the
muons selected by the PF-loose criteria. The momentum of a charged PF hadron is either
taken from the charged-particle track or from a weighted average of the track and PF
cluster momenta if these are compatible within uncertainties. The remaining PF clusters
in the ECAL and HCAL give rise to PF photons and neutral PF hadrons, respectively.

Top projections

An additional interesting consequence of reconstructing individual particles with the PF
algorithm is the so-called top projection [113]. This means that PF particles passing or
failing certain identification criteria can be removed either from the entire event or from
the reconstruction of certain objects. This option is used within this thesis to project out
two types of particles: charged PF particles originating from pileup and isolated high pT
leptons from W -boson decay.

The identification of the charged PF particles originating from pileup collisions uses
their charged-particle tracks, and the primary vertices reconstructed from these tracks as
explained in Section 2.2.1. The main primary vertex is identified as the one with the highest∑

p2
T of its associated tracks. All PF particles originating from other primary vertices than

the main primary vertex are identified as pileup PF particles and are discarded from further
event reconstruction. This technique is called charged hadron subtraction (CHS) and is
used within this thesis.

Isolated high pT leptons are also identified during the event reconstruction so that they
can be excluded from the list of particles used as input of the jet clustering. The starting
point is the list of PF muons and PF electrons. In the 7 TeV analysis only PF muons with
pT > 10 GeV and |η| < 2.5 and PF electrons with transverse energy ET > 15 GeV and
|η| < 2.5 are considered. The relative isolation of each PF lepton ` is calculated as

Irel =
∑

CH pCHT +
∑

NH pNHT +
∑

γ p
γ
T

p`T
, (3.12)

where the three sums run over all charged PF hadrons (CH) after charged hadron subtrac-
tion, all neutral PF hadrons (NH) and all photons (γ) still present within a cone of radius
∆R = 0.4 around the lepton. The leptons are identified as isolated if Irel < 0.2, which
means they are not considered during jet reconstruction. Since in the 8 TeV analysis isolated
PF electrons are not projected out before jet reconstruction, as explained in Section 4.1,
only isolated PF muons need to be identified. The same kinematic criteria as at 7 TeV are
used (pT > 10 GeV and |η| < 2.5), but a modified definition of the relative isolation is
used, which is more robust with respect to pileup:

I∆βrel =

∑
CH pCHT + max

(
0,
∑

NH pNHT +
∑

γ p
γ
T − 0.5

∑
PU pPUT

)
p`T

. (3.13)
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Here all sums use the same definition as before. The sum over all pileup PF particles
(PU) runs over all charged PF particles identified as pileup by the CHS algorithm within
a cone of radius ∆R = 0.4 around the lepton and aims at removing the effect of neutral
pileup energy deposits within this cone. The factor 0.5 in front of this sum is motivated
by the fact that jets contain on average two times more charged PF particles than neutral
PF particles [114]. PF muons are considered to be isolated and not used during the jet
reconstruction if I∆βrel < 0.2.

3.3.4 Jet reconstruction

The b and light quarks produced during the tt̄ → bb̄qq̄′`ν` decay are not detected directly,
since they will shower and hadronise resulting in narrow cones of particles called jets. Jet
clustering algorithms are used to combine all these final-state particles into jets so that their
momenta can be interpreted as the initial quarks’ momenta. Since the energy response of
any particle detector, including the CMS detector, is never perfect, additional jet energy
scale corrections need to be applied to these reconstructed jets.

Jet clustering

A large variety of jet clustering algorithms is available in the literature [115]. They all start
from a set of particles (or calorimeter deposits) and cluster them together in jets. This
usually involves some parameters which need to be chosen, like the radius R of the jets.
When choosing a jet algorithm two important theoretical properties of the algorithm need
to be considered. It needs to be insensitive to additional soft radiation (infrared safe) and to
the nearly collinear splitting of a hard particle (collinear safe) by yielding the same collection
of jets independent of the occurrence of soft radiation or collinear splitting.

The jet algorithms used in this thesis are the k⊥-like algorithms [116], which are infrared
and collinear safe. They are all based on a similar distance definition:

dij = min (k2p
⊥i , k

2p
⊥j )

∆R2
ij

R2 and diB = k2p
⊥i . (3.14)

Here dij is the distance between two particles i and j , diB is the distance between a particle

i and the beam B, ∆Rij =
√

∆y 2
ij + ∆φ2

ij is the (y ,φ)-based distance between two particles
i and j , R is the radius parameter, and p is a parameter that governs the relative power
of the energy versus geometrical scales. The clustering starts by looking for the minimum
distance among all distances dij and diB. If this minimum is dij the momenta of particles
i and j is summed and used to form a new object which replaces particles i and j in the
list of input objects. If this minimum is diB the object i is removed from the list of input
objects and promoted to the list of jets. Afterwards the distances are recalculated and the
procedure is repeated until the list of input objects is empty.

The way in which the addition of the four-momenta in the clustering process is performed
is called the recombination scheme. The most commonly used recombination schemes are
the ET and the E schemes. In the ET scheme the total transverse energy of a jet is
calculated via a scalar sum of the transverse energies of its constituents ET =

∑
j ET , j .

The pseudorapidity η and azimuthal angle φ of a jet are calculated via an ET -weighted
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over its constituents: η =
∑

j ET , j ηj/
∑

j ET , j and φ =
∑

j ET , j φj/
∑

j ET , j . In the E
scheme, on the other hand, the four-momenta of the jets are calculated by the addition of
the four-momenta of its constituents. The energy and momentum of all the jets within this
thesis are calculated via the E recombination scheme.

The two k⊥-like algorithms used in this thesis are the variants with the parameter p of
Equation 3.14 equal to 1 (the k⊥ algorithm) and to −1 (the anti-kt algorithm). The former
is used in the matching between the matrix element and the parton shower as explained in
Section 3.1.2; while the latter is used within CMS to reconstruct either PF jets starting from
the list of PF particles, or generator-level jets (GenJets) starting from the list of particles
generated by pythia after showering and hadronisation but before they enter the CMS
detector simulation. The additional particles produced by pileup are not included in these
generator-level jets, so they can also be used to correct for the presence of pileup. Apart
from its theoretical properties other important reasons for choosing this algorithm are its
execution speed and the fact that it produces conical-like jets with more robust boundaries
with respect to soft particles, like for example the additional particles produced by pileup.

Jet energy scale corrections

Due to both the additional energy deposits caused by pileup and the detector imperfections
like its limited energy resolution and small dead regions without any detection, the energy of
a reconstructed PF jet will, on average, be lower than that of the corresponding generator-
level jet. To correct for these effects jet energy scale (JES) corrections have been developed
by CMS [117–119] using a factorised approach where each step corrects for a specific set
of effects. An overview of the different jet energy correction levels used within this thesis is
given in Figure 3.5. The first level applied to raw (uncorrected) PF jets is the L1 correction,

L1
PU, MC

L3
Absolute

L1
PU, data

L2
Relative

L2L3
Res

L5L7
Flavour +
  Parton 

 
FOR DATA AND MC

RESIDUALS
FOR DATA

OPTIONAL

or

Figure 3.5: Graphical overview of the different jet energy corrections to be applied to data
and simulation (MC).

which is different for data and simulation, and corrects for the additional energy deposits
caused by pileup. Afterwards the simulation-based L2L3 correction is applied. Then only the
data is corrected using the L2L3Residual correction which is estimated from data and aims
at making the pT -response in data equal to the response in simulation. Finally the optional
L5L7 correction is applied to certain jets as explained in more detail in Section 4.2.1. These
corrections and the corresponding jet energy scale uncertainties will be discussed here. The
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JES uncertainties are mainly focused at covering the possible differences between data
and simulation in the jet response. This is exactly what is needed within this thesis since
the top-quark mass measurement is explicitly calibrated with simulation as explained in
Chapter 5.

For the derivation of these corrections from simulated event samples a matching be-
tween PF jets and generator-level jets is needed, which is based on the ∆R distance in
(η,φ)-space. Starting from the highest-pT PF jet the closest generator-level jet within
∆R(PF jet, GenJet) < 0.4 is identified. Both jets are matched to each other and not
considered anymore in further matching. These steps are then repeated until all PF jets
have been considered for matching. From these matched pairs of jets the jet pT response
is defined as the average of pPFjetT /pGenJetT .

L1 pileup correction
The need to correct the energy of a jet for the presence of pileup can clearly
be seen in Figure 3.6. Here the pT response of PF jets is shown for different
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Figure 3.6: PF jet pT response before any JES corrections for different primary vertex
multiplicities, calculated using tt̄ `+jets events.

numbers of primary vertices, since this number is directly related to the amount of
pileup. A clear dependency of the jet response on the primary vertex multiplicity is
observed, caused by the additional particles produced by pileup interactions which
are clustered also into the PF jets.

The L1 pileup correction [120, 121] aims at subtracting these additional energy
deposits from the uncorrected PF jet transverse momentum pPFjetT ,raw , resulting in the
L1-corrected transverse momentum pPFjetT ,L1 , based on the following equation:

pPFjetT ,L1 = pPFjetT ,raw − Offset(ρ,APFjet , ηPFjet , pPFjetT ,raw). (3.15)

Here APFjet is the area of the PF jet, which is calculated via artificially including
a very large number of infinitely soft particles in the (y ,φ)-space just before jet
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clustering. The area in the (y ,φ)-space occupied by these particles in each jet
defines the jet area [122]. The pT density ρ of each event is calculated with the
k⊥ algorithm with distance parameter R = 0.6. It is defined as the median of the
pjT/Aj distribution, where j runs over all jets in the event.

The offset in Equation 3.15 for the 7 TeV analysis depends only on the jet area
Aj and on the event pT density ρ, and is defined as follows:

Offset7TeV = Aj
(
p0(η) + p1(η) · NPV (ρ) + p2(η) · (NPV (ρ))2) . (3.16)

Here NPV (ρ) is the dependency of the primary vertex multiplicity NPV on the pT
density ρ, and p0(η), p1(η), and p2(η) are parameters obtained in bins of ηPFjet .
These parameters are estimated via the pT offset measured inside a cone of radius
R = 0.5 in a randomly triggered event sample (zero bias event sample), and
afterwards the method is calibrated on a simulated QCD multijet sample.

The pileup related jet energy scale uncertainty for the 7 TeV analysis consists of
several sources added in quadrature, mostly covering some observed pileup-related
differences between data and simulation. It includes the simulation-based residual
bias on the pT offset measurement, the observed difference between data and
simulation of the measured pT offset, the uncertainty on the effect of out-of-time
pileup, and an uncertainty covering the observed jet rate variation versus NPV .

For the 8 TeV analysis the offset in Equation 3.15 is defined in a different
way, since for the high amount of pileup in the 8 TeV dataset a better performing
approach was developed. In this case the offset is calculated from two simulated
samples of QCD multijet events containing exactly the same events; once with
pileup and once without pileup. A jet-by-jet matching between these two sample
was performed and used to calculate the correction as follows:

Offset8TeV = Aj

(
p0(η) + p1(η) · ρ ·

(
1 + p2(η) log

(
pPFjetT ,raw

)))
(3.17)

Here p0(η), p1(η), and p2(η) are parameters obtained in bins of ηPFjet by fitting
the offset between the matched jets with and without pileup. This equation is not
explicitly dependent anymore on NPV as was the case for the 7 TeV correction, but
the dependence on the amount of pileup is now included via the pT density ρ.

This offset correction is applied to both simulation and data, and a residual
correction is applied additionally to the data. This additional correction is calculated
from the residual pT offset observed in randomly triggered data events after applying
the simulation-based pileup correction. The effect of these corrections on the jet
pT response is shown in Figure 3.7, where the large pileup dependency of the jet
response from Figure 3.6 has almost completely vanished.

For the 8 TeV analysis the pileup related JES uncertainty consists of two sources
added in quadrature, which are similar to some of the 7 TeV uncertainty sources.
It includes the residual bias of the method to measure the pT offset as observed in
simulation, and 20% of the observed difference between data and simulation of the
measured pT offset (since separate corrections are applied to data and simulation).

L2L3 simulation-based correction
Although the jet pT response is pileup independent after the L1 correction, Fig-
ure 3.7 clearly shows that additional corrections are necessary to make the response
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Figure 3.7: PF jet pT response after the L1 pileup JES correction for different primary
vertex multiplicities, calculated using tt̄ `+jets events.

equal to one. This is achieved with the L2L3 correction, which also makes the re-
sponse flat in ηPFjet . The correction happens by dividing the L1-corrected pT by
the pT - and η-dependent jet response which is obtained from a simulated QCD
multijet sample:

pPFjetT ,L1L2L3 = pPFjetT ,L1 ·
1〈

pPFjetT ,L1
pGenJetT

〉(
pPFjetT ,L1 , ηPFjet

) . (3.18)

The effect of this correction is illustrated in Figure 3.8, where the jet pT response is
shown after the entire L1L2L3 correction. A clear improvement in the jet response
is visible compared to Figure 3.7. At low pT the response is slightly too high, which
is a direct consequence of the fact that these L2L3 corrections are derived from a
QCD multijet samples, which is dominated by gluon jets, while the tt̄ events of
Figure 3.8 are dominated by quark jets. These quark jets have a higher pT response
than gluon jets as shown in Figure 3.9, so they are over-corrected by the standard
L2L3 corrections.

Data-based relative correction (L2Residual)
Since the L2L3 correction is completely based on simulation additional data-driven
corrections are estimated to be applied to the data. The L2Residual correction [123]
aims at making the jet pT response in data constant as a function of ηPFjet , taking
the response in the barrel part of the CMS detector as reference. For this purpose
QCD dijet events with at least one jet in the barrel (|η| < 1.3) are used, where the
deviation from the assumed pT -balance between those two jets is used to derive
corrections in bins of ηPFjet .

Several sources of uncertainty on these corrections are again considered. For
both the 7 and 8 TeV measurements the statistical uncertainties on the measured
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Figure 3.8: PF jet pT response after the L1L2L3 JES corrections for different primary vertex
multiplicities, calculated using tt̄ `+jets events.
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Figure 3.9: PF jet pT response after the L1L2L3 JES corrections for different jet flavours,
calculated using tt̄ `+jets events.

corrections, the systematic uncertainties due to the uncertainty on the measured jet
energy resolution, and uncertainties on the effect of final-state radiation are taken
into account. In the 8 TeV measurement a slight dependence of these corrections
on the pT of the jets was observed and additional uncertainties are added to cover
this effect.

Data-based absolute correction (L3Residual)
The measurement of the absolute jet energy scale [123] is performed for jets inside
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the barrel part of the CMS detector, since these numbers can be safely used outside
the barrel after the L2Residual correction. Therefore γ+jet and Z+jet events (with
Z → µ+µ− or Z → e+e−) are selected which contain a barrel jet (|η| < 1.3). Since
photons, electrons and muons are measured much more accurately than jets, the
assumed pT balance between the jet and the photon or Z -boson is used to measure
an absolute jet energy scale correction to be applied to all jets in data.

The uncertainties on this measured absolute jet energy scale are similar for
the 7 and 8 TeV measurements. The energy scale uncertainty on the photons and
leptons used as reference objects in the pT balancing is propagated to the measured
corrections. Since the corrections are measured for a fixed jet pT (∼ 100 GeV at
7 TeV and ∼ 200 GeV at 8 TeV) and assumed to be pT -independent, there is
also an uncertainty covering the possible pT -dependence of these corrections. This
pT -dependent uncertainty is estimated via two components: the fragmentation and
hadronisation uncertainty, which is estimated by comparing two fragmentation and
hadronisation models (pythia versus herwig); and the uncertainty on the single-
particle response of the calorimeters, where the uncertainty is estimated by scaling
the single-particle response in simulation within its measured uncertainty.

To obtain the total pT - and η-dependent jet energy scale uncertainties all the individual
uncertainties estimated on each of the corrections are added in quadrature. This covers
the uncertainty on the pileup removal and on the relative and absolute residual corrections.
Apart from these, two additional sources of uncertainty are also added in quadrature, namely
the time-dependent and the flavour-dependent uncertainty.

The time-dependent jet energy scale uncertainty was included since the jet energy scale
was observed to increase in data taken later during the year. This can be caused by the
reduction of the energy response of the calorimeters due to the high amount of radiation
which they have to absorb. For jets inside the barrel this uncertainty is negligible, but it
grows when going more and more in the forward region. At |η| = 2.4 the corresponding
uncertainty equals 1.5% for the 7 TeV analysis and 0.5% for the 8 TeV analysis.

To cover the difference in jet response between the different types of partons giving rise
to a jet, the flavour-dependent uncertainty was introduced. These different parton types
are grouped together in light quarks (uds), gluons (g), c quarks and b quarks; which all
give a slightly different jet response. In simulated QCD multijet events it is observed that
at pT = 30 GeV the pT response of light-quark jets is about 3% higher than the response
of gluon jets, while the response of c- and b-quark jets is in-between the light-quark and
gluon jets response. For high pT jets this difference is reduced to less than 2%. The
flavour-dependent jet energy scale uncertainty aims at covering this effect and is calculated
in a different way for the 7 TeV and the 8 TeV analyses. In both cases the uncertainty is
estimated by comparing two existing hadronisation models, namely pythia and herwig.

The 7 TeV flavour-dependent uncertainty is estimated by comparing the jet pT response
R between two QCD multijet samples; one generated with pythia and the other one with
herwig. The uncertainty is defined as

σ7TeV
JES,Flavour = max

(∣∣∣∣Rpythia
f
Rpythia

QCD
− R

herwig
f
Rherwig

QCD

∣∣∣∣ , f ∈ {uds, g , c , b}
)

, (3.19)
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where Rf is the pT response of the jet flavour f and RQCD is the response in the inclusive
QCD multijet sample. In this way the maximum difference between pythia and herwig
is taken, relative to the flavour composition in the QCD multijet sample used to estimate
the simulation-based L2L3 jet energy scale correction.

The flavour-dependent jet energy scale uncertainty for the 8 TeV analysis is calculated
in a different way. An uncertainty is defined independently for each flavour f as

σ8TeV
JES,f =

∣∣∣∣Rherwig
f
Rpythia

f
− R

herwig
Ref
Rpythia

Ref

∣∣∣∣ , (3.20)

where Rf is the pT response of the jet flavour f and RRef is the response obtained at a
reference point. The (pT , η) bin used for the absolute scale measurement with the Z+jet
sample is currently taken as reference point. This definition of the flavour-dependent
uncertainty results in different uncertainties corresponding to the different pure flavour
samples, which are shown in the left plots of Figure 3.10. The largest uncertainty is observed
for jets originating from gluons were a large difference between pythia and herwig is
observed.

Finally these individual flavour uncertainties are combined to obtain the flavour-dependent
jet energy scale uncertainty of a specific sample by using the expected flavour composition
of this sample. The flavour composition of the `+jets sample obtained with the event
selection of Section 4.1 is shown in the left plots of Figure 3.10. The flavour composition
of jets inside the barrel part of the CMS detector is dominated by b jets, while a larger
fraction of gluon jets and light-quark jets is observed when going more towards the forward
direction.

The total jet energy scale uncertainty used for the 7 TeV analysis is shown in Figure 3.11.
In the barrel part of the detector the jet energy scale at low pT is dominated by the
uncertainty on the measured absolute jet energy scale and the flavour-related jet energy scale
uncertainty, while at higher pT the uncertainty on the absolute jet energy scale dominates
the total uncertainty. When going more towards the endcaps those two uncertainties remain
almost constant in size, while the pileup uncertainty increases significantly at low pT where
it is the dominant uncertainty and the time-dependent uncertainty increases over the entire
pT range to become the largest uncertainty at higher pT .

For the 8 TeV analysis the total jet energy scale uncertainty and its subcomponents
are shown in Figure 3.12. In the barrel part a similar picture as for the 7 TeV analysis
arises: the uncertainty is again dominated by the absolute and the flavour components
at low pT , while at higher pT the uncertainty on the absolute jet energy scale dominates
although the flavour-related jet energy scale uncertainty is now not negligible at higher pT .
In the endcap a different picture arises since both the pileup and the time-dependent jet
energy scale uncertainties are significantly reduced. Now almost all components contribute
an equal amount to the total jet energy scale uncertainty.

Jet energy resolution

Another important aspect of the reconstructed PF jets is their energy or transverse mo-
mentum resolution. This has also been measured with the 7 TeV dataset by using the pT
balance in QCD dijet or γ+jet events [117]. The ratio of the measured resolution in data
to the resolution in simulation is shown in Figure 3.13. Similar measurements have been
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Figure 3.10: Individual jet energy scale uncertainties for each flavour (left) and the observed
flavour composition after the `+jets event selection of Section 4.1 (right).
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Figure 3.11: Total jet energy scale uncertainty and its subcomponents for the 7 TeV dataset,
shown for different η and pT regions.
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Figure 3.12: Total jet energy scale uncertainty and its subcomponents for the 8 TeV dataset,
shown for different η and pT regions.
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Figure 3.13: Measured data to simulation ratio of the jet energy resolution (JER), with
statistical (inner yellow band) and systematic uncertainties (outer green band).

performed with the 8 TeV dataset and compatible results with a comparable precision were
obtained.

The resolution measured in data is about 10% worse than the resolution in simula-
tion and therefore a worsening of the jet energy resolution is applied to all the simulated
events. This is done by comparing the energy and momenta of the reconstructed and
corrected PF jets with the corresponding generator-level jets and applying a smearing to
the energy and momenta of the PF jets using the measured data to simulation ratios from
Figure 3.13. Additional information about the ET and angular resolutions of jets can be
found in Section 4.2.1.

3.3.5 b -jet identification
Since each tt̄ event contains at least two b quarks, a correct identification of b jets is a
powerful tool to either reject background events not containing b jets or to identify the
correct b jets in the event topology. An efficient separation between b and non-b jets is
possible due to a couple of distinct features of b jets. Since the b hadron which is formed
inside a b jet has a reasonably long lifetime its decay will result in a couple of displaced
tracks which are not originating from the primary collision vertex but from a secondary
displaced vertex.

In this thesis the Combined Secondary Vertex algorithm (CSV) is used [71], where
the identification of b jets consists of several steps. During the first step of the algorithm,
charged-particle tracks are associated to the jet under study and used in the identification of
secondary vertices which are displaced with respect to the primary vertex. For this purpose
high-quality tracks within a cone of radius ∆R = 0.3 around the jet axis are used to search
for vertex candidates, where the jet axis is defined by the direction of the jet momentum
vector. When a vertex is found its associated tracks are removed from the list of tracks and
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the procedure is repeated until no vertex candidates are found. During the first iteration
of this procedure the interaction region is used as a constraint in order to remove promptly
produced tracks not originating from b-hadron decay.

In the next step several variables with discrimination power between b and non-b jets,
like track impact-parameter significances or secondary vertex properties, are combined to
obtain an optimal separation between both categories. This is done separately for three
jet categories: jets where a secondary vertex was identified via its associated tracks, jets
where no secondary vertex was identified but where a pseudo-vertex is found using less tight
constraints, and jets where no secondary vertex and no pseudo-vertex is identified.

The resulting CSV discriminator is shown in Figure 3.14 separately for the different
jet flavours. A clear separation between b jets and light-quark or gluon jets is obtained.
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Figure 3.14: Combined Secondary Vertex b-tag discriminator for the different jet flavours.

Between b and c jets the separation is less optimal since c jets can also contain hadrons
with a slightly longer lifetime. Both the 7 and the 8 TeV analysis use this algorithm at its
medium working point. In the 7 TeV case this algorithm has an efficiency εb = 70.8±1.9%
to correctly identify b jets, while the misidentification efficiency of non-b jets is εl = 4.3%
For the 8 TeV analysis a b-tag efficiency εb = 68.2± 1.2% is observed, with a mistag rate
εl = 4.2%.

3.3.6 Missing transverse energy

The neutrinos produced during the leptonic decay of the W -bosons originating from top
quark decay are not detected by any of the CMS subdetectors, since they are known to
traverse gigantic amounts of matter before they interact with it. This means that the
measurement of their energy and momentum is a complex task; their presence can only be
interfered indirectly by the apparent violation of momentum conservation in the transverse
plane caused by the neutrinos escaping detection. Therefore the CMS detector was made
as hermetic as possible around the interaction point to allow a measurement of the energy
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and momentum of all particles produced in the transverse direction during proton-proton
collisions.

The missing transverse energy [124] is calculated from the transverse momenta ~pT ,i of
all the PF particles in the following way:

~E/T ,raw = −
∑
i

~pT ,i , (3.21)

where the sum runs over all the reconstructed PF particles. Since the energy response of
uncorrected jets is known to be slightly too small, as explained in Section 3.3.4, the L2L3
jet energy scale corrections are also propagated to the E/T :

~E/T = ~E/T ,raw −
∑
PFjets

(
~pPFjetT ,L1L2L3 − ~p

PFjet
T ,L1

)
, (3.22)

where the sum runs over all PF jets with pPFjetT ,L1L2L3 > 10 GeV.
Because of momentum conservation in the transverse plane an event without undetected

particles will thus result in a low E/T value, while an event containing an undetected particle
will have a high E/T value. In `+jets tt̄ events the E/T resolution ranges between 40% and
15%, which is calculated by comparing the reconstructed E/T with the transverse momentum
of the neutrino produced in tt̄ decay in simulation. Within this thesis the E/T will only
be used in the 8 TeV analysis to normalise the data-driven QCD multijet background as
explained in Section 4.1.
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Chapter 4

Selection and topology
reconstruction of top quark pairs

Since only a tiny fraction of the proton-proton collisions produced by the LHC will contain
top quark pairs, an optimised event selection is applied to the collision events. Hereby
tt̄ → bb̄W+W− → bb̄qq̄′`ν` events (with ` either an electron or a muon) are selected
with a high efficiency, while other processes not containing top quark pairs need to be
efficiently rejected. The different steps of the tt̄ `+jets event selection are presented in
Section 4.1.

Each tt̄ event contains typically at least four jets in the final state originating from the
showering and hadronisation of the four quarks of the tt̄ → bb̄qq̄′`ν` decay. The estimation
of the mass of the hadronically decaying top quark (t → bqq̄′) out of these jets is performed
with a kinematic fit, which significantly improves the resolution on this estimated top-quark
mass. This is discussed in Section 4.2, together with the flavour-specific jet energy scale
corrections which are applied to the jets before they are given to the kinematic fit.

4.1 Selection of `+jets top quark pairs

The most striking properties of a tt̄ pair decaying in the `+jets channel are the isolated
lepton and the four high-pT jets. These are used to efficiently identify such events. Sec-
tion 4.1.1 discusses the first step, which is the requirement that the event passes the online
event selection (trigger) and some additional filters in order to reject events with lots of
electronic noise in the detector. Afterwards the event is required to contain exactly one well-
identified isolated lepton, as explained in Section 4.1.2. Finally each event needs to contain
at least 4 jets from which at least one is b-tagged, which is explained in Section 4.1.3. An
overview of the event selection results is given in Section 4.1.4.

4.1.1 Trigger requirement and event cleaning

Data events are only recorded for offline analysis if they are selected by the online event
selection system described in Section 2.2.4, i.e. if they pass the selection of one or more
triggers. Therefore the first selection step is the trigger requirement, which is applied to
both data and simulation. The triggers used for both the 7 and the 8 TeV datasets are
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chosen based on two criteria: they need to select events with the desired topology in an
efficient way and they need to be the trigger paths with the lowest pT thresholds on the
corresponding objects (leptons or jets).

The data used for the 7 TeV analysis was selected with a trigger requiring at least one
isolated electron or muon and at least three jets. The trigger-level electrons were required
to have ET > 25 GeV and to be within the tracker acceptance (|η| < 2.5), while for the
trigger-level muons a minimum pT of 17 GeV was required and they needed to be within
the region with the highest muon trigger efficiency (|η| < 2.1). The trigger-level jets were
required to have pT > 30 GeV and had to be within |η| < 2.4. For most of the 2011 data
the jets were reconstructed at trigger level using only calorimeter information, but at the
end of the 2011 LHC run a fraction of the data (∼ 18%) was recorded with PF jets at
trigger level.

The 8 TeV data was recorded with a simpler trigger, which required only the presence
of at least one isolated electron or muon. The trigger-level electrons needed to pass the
ET > 27 GeV and |η| < 2.5 GeV requirements, while the trigger-level muons had to be
within |η| < 2.1 and had to have pT > 24 GeV.

Since non-physical backgrounds like electronic noise can mimic the signatures looked
for by the event selection, an efficient rejection of these backgrounds is needed. The first
requirement, which is applied to both data and simulation, asks that the main primary
vertex (cf. Section 2.2.1) is located within a cylinder of radius 2 cm and length 48 cm
centred around the nominal interaction point. This ensures that a proton-proton collision
took place. Apart from that, the data events need to pass some additional requirements.
They need to be recorded during a period of time when the detector was known to be
turned completely on and all subdetectors were functioning in a proper way. Additional
event filters were also applied, which were developed to reject events containing electronic
noise while not rejecting good collision events.

4.1.2 Lepton selection criteria

Since the expected final state contains exactly one high-pT isolated lepton originating from
the W -boson decay, only events with exactly one such lepton are selected. The pT and
|η| requirements of these leptons follow closely the requirements applied in the trigger.
Apart from the kinematic requirements some additional lepton identification is performed
to enhance the purity of the lepton selection.

Electron identification criteria

The starting point of the electron identification used in the 7 TeV analysis [107] is the
collection the PF electrons, which were discussed in Section 3.3.3. Additionally, elec-
tron candidates need to be either in the barrel (|ηsupercluster | < 1.4442) or the endcap
(|ηsupercluster | > 1.5560) part of the ECAL subdetector, excluding the barrel-endcap transi-
tion region. Their transverse and longitudinal impact parameters with respect to the main
primary vertex also need to pass |d0| < 0.02 cm and |∆z | < 1 cm, in order to ensure that
it is a prompt electron produced during the hard scattering.

Afterwards they are required to pass some standard additional selection criteria. Here
the same identification variables are used for electron candidates in the barrel and in the
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endcap, but with different cut-values. An overview of these variables is given in Table 4.1.
The VBTF WP80 identification criteria are used in the identification of signal electrons

Working Point WP80 WP95
Variable Barrel Endcap Barrel Endcap
σiηiη < 0.01 < 0.03 < 0.01 < 0.03
H/E < 0.04 < 0.025 < 0.15 < 0.07
∆φ < 0.06 < 0.03 < 0.8 < 0.7
∆η < 0.004 < 0.007 < 0.007 < 0.01

Table 4.1: Electron identification criteria used for the 7 TeV analysis.

while the WP95 criteria are used for rejecting dilepton events as explained further below.
Here σiηiη is the width of the electron shower in the η-direction as calculated from the
5×5 array of crystals around the electron energy deposit in the ECAL, H/E is the hadronic
leakage variable calculated by taking the ratio of the compatible HCAL energy deposit over
the ECAL energy deposit of the electron, and the ∆φ and ∆η variables provide a measure
of the spatial matching between the track and the supercluster.

To reject electrons from b-hadron decay and charged hadrons falsely identified as elec-
trons, an additional isolation requirement is applied to the electron candidates. The same
definition of the relative isolation Irel as in Section 3.3.3 is used,

Irel =
∑

CH pCHT +
∑

NH ENH
T +

∑
γ E

γ
T

peT
, (4.1)

where the three sums run over all charged PF hadrons after charged hadron subtraction
(CH), all neutral PF hadrons (NH) and all photons (γ) still present within a cone of radius
∆R = 0.4 around the electron. Electrons are considered to be isolated if Irel < 0.1.

Another important source of background which needs to be rejected are photons which
are converting into an electron-positron pair when they traverse the tracker material. This
conversion rejection is applied in a later stage of the event selection as explained below. An
electron is rejected when the most inner expected hit of the reconstructed electron track
is missing. Alternatively, if a conversion partner-track to the electron tracks is found, the
electron is also rejected. A track is identified as a conversion partner-track if |∆ cot θ| <
0.02 and |Dist| < 0.02 cm, where ∆ cot θ is the difference in cot θ between the two tracks
and Dist is the distance between the two tracks measured in the transverse plane at the
point where both tracks are parallel.

The electron identification used for the 8 TeV analysis is somewhat different than the
one used in the 7 TeV case [109]. Here the starting point is the collection of electrons
reconstructed with the method explained in Section 3.3.2. The PF electrons were not used in
the 8 TeV analysis since there was a slight loss of identification efficiency for endcap electrons
in the high-pileup environment of the 2012 data. Initially the electron candidates need to
pass the same transverse impact parameter criterion (|d0| < 0.02 cm) and they also need
to be either in the barrel (|ηsupercluster | < 1.4442) or the endcap (|ηsupercluster | > 1.5560).

In contrast to the 7 TeV analysis where a cut-based electron identification was applied,
the electron identification for the 8 TeV analysis uses a multivariate approach where several
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observables are combined into a single variable mvaId . Four different categories of input
variables are used: pure tracking variables like the χ2 of the GSF track fit or the number
of hits of a Kalman-filter track fit starting from the same seed, pure ECAL variables like
the shower widths in the η and φ directions or the ECAL energy in a 1× 5 array of crystals
divided by the ECAL energy in a 5× 5 array of crystals, geometrical matching variables like
∆φ and ∆η as used in the 7 TeV analysis, and energy matching variables like H/E and the
ratio of the supercluster energy to the track momentum. The resulting combined mvaId
variable is plotted in Figure 4.1 for reconstructed electron candidates with or without a
matched generator-level electron. A clear separation between both categories is visible and
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Figure 4.1: Electron mvaId variable for reconstructed electron candidates with or without
a matched electron from W -boson decay at generator level within ∆R < 0.1.

used to identify electrons via mvaId > 0.5.
Apart from the multivariate identification each electron also needs to pass the conversion

veto, which is somewhat different from the 7 TeV conversion veto. An electron is again
rejected when the most inner expected hit of the reconstructed electron track is missing.
Alternatively, an explicit conversion vertex fit is performed based on the reconstructed
charged particle tracks and the electron is also rejected if such a conversion vertex is
found. These conversion vertices need to pass some requirements on their fit probability
(Pfit > 10−6), their transverse decay length (lxy > 2 cm) and their number of hits of the
corresponding track before the vertex position (nHitsBeforeVtx = 0).

Since the relative lepton isolation as defined in Equation 4.1 degrades significantly in
the high pileup events of the 2012 data, the 8 TeV analysis uses a modified relative isolation
variable which is more robust with respect to pileup. The idea is similar as what is done
in Equation 3.13, where the expected contribution of pileup to the relative isolation is
subtracted. The effective area corrected relative isolation is defined as

IEArel =

∑
CH pCHT + max

(
0,
∑

NH pNHT +
∑

γ p
γ
T − ρ · Aeff

)
p`T

, (4.2)
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where the sums are defined as before but with a cone size of ∆R = 0.3, and ρ is the pT
density of the event calculated in the same way as explained in Section 3.3.4 for the jet
energy corrections. The effective areas Aeff in this equation are estimated from data in
bins of |η|. They are defined as the areas that make the signal efficiency flat versus the
number of pileup interactions. The relative isolation distribution for reconstructed electron
candidates with or without a matched generator-level electron is shown in Figure 4.2, where
a clear separation between both categories is visible. Electrons are isolated if they pass the
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Figure 4.2: Electron relative isolation as defined in Equation 4.2 for reconstructed electron
candidates with or without a matched electron from W -boson decay at generator level
within ∆R < 0.1.

IEArel < 0.1 requirement.

Muon identification criteria

The identification of muons in both the 7 and the 8 TeV analyses starts from the collection
of PF muons, as discussed in Section 3.3.3. On top of these, some additional identification
and isolation requirements are applied which are slightly different between 7 and 8 TeV.

The muons from the 7 TeV dataset [105] need to be reconstructed as global muons
and they are required to originate from the main primary vertex via their transverse and
longitudinal impact parameters (|d0| < 0.02 cm and |∆z | < 1 cm). Afterwards they need
to pass the standard muon identification criteria on the normalised χ2 of the global muon
fit (χ2/ndf < 10), the number of hits in the muon system used for the global muon fit
(nMuonHits > 0), the number of hits in the inner tracker (nTrackerHits > 10), the number of
hits in the pixel system (nPixelHits > 0), and the number of muon segments matched to
the global muon (nMatchedSegments > 1). Finally the muons are required to be isolated by
asking Irel < 0.125. The same definition of the relative isolation as for the electrons is used
(Equation 4.1), also with a cone size of ∆R = 0.4.
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The identification of muons for the 8 TeV analysis is done in a similar way [125]. It
starts by requiring that they originate from the main primary vertex (|d0| < 0.02 cm and
|∆z | < 0.5 cm) and afterwards similar muon identification criteria as in the 7 TeV case are
applied. Exactly the same criteria on the χ2/ndf , nMuonHits , nPixelHits and nMatchedSegments
variables are used while the criterion on the number of inner tracker hits is replaced by a
requirement on the number of layers of the tracker system with a valid hit (nTrackerLayers > 5).
Finally an isolation requirement is imposed which is corrected for the presence of pileup.
The technique used to remove the pileup dependence is slightly different with respect to
what is done for the electrons, but it has a similar effect. The same ∆β-corrected relative
isolation as used in Section 3.3.3 (Equation 3.13) is used here

I∆βrel =

∑
CH pCHT + max

(
0,
∑

NH pNHT +
∑

γ p
γ
T − 0.5

∑
PU pPUT

)
p`T

. (4.3)

A comparison of this isolation variable for PF muons with or without a matched generator-
level muon is shown in Figure 4.3. Here the separation is less clear than for the electrons,
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Figure 4.3: Muon relative isolation as defined in Equation 4.3 for PF muons with or without
a matched generator-level muon from W -boson decay.

since this plot is made after the PF muon identification, which rejects most of the badly
reconstructed muons, and by the requirement on the relative isolation applied during the
top projections (Section 3.3.3). Muons are isolated if they pass the I∆βrel < 0.12 requirement.

Overview of the lepton selection

After the initial event selection requirements from Section 4.1.1, the lepton selection is
applied to candidate events in the electron and muon channels. In both channels and for
both centre-of-mass energies the selection requires exactly one isolated lepton passing the
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identification criteria as explained before, while a veto on other more loosely identified
isolated leptons is applied to reject dilepton tt̄ and Z/γ∗ → `+`− events.

Events in the 7 TeV electron channel need to contain exactly one isolated electron
of ET > 30 GeV within |η| < 2.5 surviving the WP80 identification criteria. They are
rejected if a global PF muon passing pT > 10 GeV, |η| < 2.5 and Irel < 0.2 is found;
or if an additional PF electron with ET > 20 GeV, |η| < 2.5 and Irel < 0.2 passing the
WP95 identification criteria is found which gives a combined invariant mass with the signal
electron within 76 < mee < 106 GeV. Finally the signal electron is required to pass the
photon conversion veto as explained before.

In the 7 TeV muon channel exactly one isolated muon with pT > 20 GeV within |η| < 2.1
is required. Events containing additional global PF muons with pT > 10 GeV, |η| < 2.5
and Irel < 0.2 or containing PF electrons with ET > 15 GeV, |η| < 2.5 and Irel < 0.2 are
rejected.

The events in the electron channel at 8 TeV are required to contain exactly one isolated
and well-identified electron with pT > 32 GeV and |η| < 2.5 which also passes the photon
conversion veto. Similarly, the muon channel events used in the 8 TeV analysis need to
contain exactly one isolated and well-identified muon with pT > 25 GeV and |η| < 2.1. If
any of the events in both decay channels contains an additional electron with pT > 20 GeV,
|η| < 2.5, IEArel < 0.15 andmvaId > 0 or an additional PF muon with pT > 10 GeV, |η| < 2.5
and I∆βrel < 0.2 which is a tracker muon or a global muon then events are rejected.

The trigger, identification and isolation efficiencies of electrons and muons in the 8 TeV
data have been measured centrally within the CMS collaboration [125, 126]. Although the
data-to-simulation ratios of these efficiencies are very close to one they are still used to
rescale the efficiency in simulation so that it better agrees with the observed efficiency in
data.

Apart from these lepton selection requirements the leptons are also used in a ∆R-based
cleaning between the leptons and the jets to avoid the double-counting of some PF particles
within the analysis. This is further explained in the next section.

4.1.3 Jet selection criteria

After passing the lepton selection criteria the jet selection is applied to the events, which
is the same for the 7 and 8 TeV analyses. Events need to contain at least four L1L2L3
corrected PF jets, since the `+jets tt̄ decay has four quarks in the final state. These
jets need to have pT > 30 GeV and |η| < 2.4, and they need to be well separated from
the lepton selected in the previous step (∆R > 0.3). They also need to pass the jet
identification criteria which are designed to reject jets originating from electronic noise in
the calorimeters. Therefore a selection is applied on the composition of and the energy
sharing between the PF particles which make up the jet. This selection is applied on several
variables: the jet energy fraction carried by neutral PF hadrons (fNH < 0.99), the jet
energy fraction carried by neutral electromagnetic PF particles (fNE < 0.99), the jet energy
fraction carried by charged PF hadrons (fCH > 0), the jet energy fraction carried by charged
electromagnetic PF particles (fCE < 0.99), the number of constituents (PF particles) of the
jet (nPFparticles > 1), and the number of charged particles of the jet (ncharged > 0).

Since most of the non-tt̄ backgrounds like W+jets, Z/γ∗+jets and QCD multijet are
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not expected to contain a high number of b quarks, an additional b-tag requirement is
applied to both the 7 and the 8 TeV datasets. In both cases one of the selected jets needs
to be b-tagged using the standard requirement as explained in Section 3.3.5 (medium
working point of the CSV algorithm).

4.1.4 Results after the full event selection

The entire event selection consisting of the trigger, event cleaning, lepton criteria and jet
criteria is applied to all the simulated events and to the real data events collected with the
relevant triggers. So before the actual analysis is carried out a comparison between data
and simulation is performed to check how well the data is described by the simulation. This
comparison is done after an additional event selection requirement based on the kinematic
fit as explained below in Section 4.2.2 (χ2/ndf < 10).

As explained in Section 3.2 the effect of pileup is included in the simulation. The number
of pileup collisions included in the simulation does not perfectly match with the amount of
pileup present in the data, since the amount of pileup in the data is only known after the
data has been taken. Therefore the simulated events are reweighted to match the pileup
profile observed in data. The amount of pileup in data is estimated via the total number
of pp collisions Npp, which is obtained by using the measured instantaneous luminosity L
of each bunch crossing and the total inelastic proton-proton collision cross-section σpp via

Npp = σpp

∫
L . (4.4)

The performance of this reweighting can be checked afterwards by comparing the number
of primary vertices between data and simulation.

Comparison between data and simulation at 7 TeV

During the 2011 data-taking period a total of 4.97± 0.11 fb−1 of data for offline analysis
was recorded in both the e+jets and µ+jets channels. The effect of the pileup reweighting
can clearly be seen from Figure 4.4, where the primary vertex multiplicity is shown with and
without the reweighting after the entire event selection. The reweighting clearly improves
the agreement, although it is still not completely perfect. A further discussion of the
effect of pileup on the measurements can be found in the systematic uncertainties of the
respective analysis chapters (Sections 5.3.2 and 6.3). The pileup reweighting shown here
will be applied to all subsequent 7 TeV results.

An overview of the number of events after the full event selection for the different simu-
lated event samples and as observed in data is shown in Table 4.2. In general a reasonable
agreement is found, although the total number of events selected from simulation is always
2 to 4% higher when compared to the number of selected data events. Agreement between
data and simulation in the overall event yield is less important for the analyses presented
in this thesis than agreement in their kinematic distributions. Therefore all comparisons
between data and simulation have the simulated signal and background events rescaled to
match the number of events observed in data. This was also done for the plots shown in
Figure 4.4.
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Figure 4.4: Comparison between data and simulation of the number of primary vertices
before (left) and after (right) pileup reweighting.

Sample e++jets e−+jets µ++jets µ−+jets
tt̄ 10554 ± 12 10534 ± 12 13380 ± 14 13262 ± 14
W+jets 1116 ± 10 816 ± 8 1398 ± 11 979 ± 9
Z/γ∗+jets 249 ± 11 234 ± 10 195 ± 9 201 ± 9
Single top 560 ± 5 511 ± 5 714 ± 6 638 ± 6
Total 12479 ± 20 12095 ± 18 15687 ± 21 15080 ± 20
Observed 12169 11609 15258 14715

Table 4.2: Number of events passing the full selection in data and the expectation from
simulation for the 7 TeV analysis. The uncertainties on the event counts are statistical,
reflecting the limited size of the different samples.
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The resulting agreement between data and simulation for the jet kinematics and the
number of jets is shown in Figure 4.5, where a decent agreement is observed. These
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Figure 4.5: Comparison between data and simulation of the pT (top) and η (middle) of
the four leading jets, and the number of select jets (bottom); shown separately for `++jets
(left) and `−+jets (right) events.

comparisons are done separately for `++jets and `−+jets events since both categories of
events are used differently within the measurement of the mass difference between the
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top and the antitop quark. Other relevant variables are the number of b-tagged jets and
the lepton charge. Their data to simulation comparison is shown in Figure 4.6, where a
reasonable agreement is also observed.
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Figure 4.6: Comparison between data and simulation of the b-tag multiplicity separately
for `++jets (top left) and `−+jets (top right) events, and of the lepton charge (bottom) .

Comparison between data and simulation at 8 TeV

The triggers based on a single isolated lepton, which were discussed before, recorded a
total of 19.7± 0.9 fb−1 of data in both the electron and the muon channel during the 2012
data-taking period. Pileup reweighting was also applied and it has a similar effect on the
vertex multiplicity as in 7 TeV, as shown in Figure 4.7. The agreement between data and
simulation is again clearly improved by the reweighting.

For the 8 TeV analysis QCD multijet events are included as another background source in
the analysis, mainly because the low E/T region was not properly described by the simulation
without including such events. Since the proper simulation of sufficient QCD multijet
background events is very difficult due to the very high cross-section, the QCD multijet
background is obtained in a data-driven way. One of the standard techniques to do this is
by selecting a data sample which is highly enriched in QCD multijet events by inverting the
lepton isolation criteria during the event selection.
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Figure 4.7: Comparison between data and simulation of the number of primary vertices
before (left) and after (right) pileup reweighting.

The QCD-enriched e+jets sample was obtained by applying exactly the same selection
criteria to real data events but with inverted identification and isolation criteria applied to
the signal electron (mvaId < 0.5 and IEArel > 0.2). For the QCD-enriched µ+jets sample a
similar procedure was used but only the isolation criterion of the signal muon was inverted
(I∆βrel > 0.2). The normalisation of these data-driven QCD multijet samples is done sepa-
rately in the e+jets and µ+jets samples with a binned maximum-likelihood fit to the E/T
distribution observed in data in order to estimate the fraction of QCD multijet events. The
E/T distributions of the data-driven QCD multijet samples and of the combination of all
other samples is given as input to the fit, while the fractions of QCD multijet events is left
free and determined by the fit. The obtained results are plotted in Figure 4.8. The esti-
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Figure 4.8: Results of the binned maximum-likelihood fit to estimate the fraction of QCD
multijet events in the e+jets (left) and the µ+jets (right) channels.

mated fractions of QCD multijet events in the e+jets and µ+jets samples are, respectively,
10.6% and 8.0%, and are used to normalise the QCD multijet background in all subsequent
8 TeV results.

The number of events after the entire event selection is shown in Table 4.3 for the
different decay channels. Again a reasonable agreement between data and simulation is
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Sample e++jets e−+jets µ++jets µ−+jets
tt̄ 56185 ± 68 55737 ± 68 72358 ± 77 72433 ± 77
W+jets 5474 ± 50 4147 ± 45 7180 ± 59 5198 ± 51
Z/γ∗+jets 839 ± 12 804 ± 11 816 ± 12 820 ± 11
Single top 3122 ± 35 2671 ± 34 3926 ± 40 3428 ± 38
QCD multijet 7959 ± 89 7269 ± 85 7182 ± 85 7207 ± 85
Total 73579 ± 128 70628 ± 123 91462 ± 136 89086 ± 132
Observed 71952 70396 87039 84024

Table 4.3: Number of events passing the full event selection in data and the expectation
from simulation for the 8 TeV analysis. The QCD multijet background is obtained in a data-
driven way as explained in the text. The uncertainties on the event counts are statistical,
reflecting the limited size of the different samples.

observed, since the differences in the number of selected events are below 2% in the e+jets
channels and within 5 to 6% in the µ+jets channel. As in the 7 TeV analysis the agreement
in the overall event yield is less important, hence the signal and background events are also
rescaled to match the number of observed events in data to ease the comparison of the
shapes between data and simulation.

The comparison between data and simulation for the jet kinematics and the jet mul-
tiplicity can be found in Figure 4.9 and the comparison for the b-tag multiplicity and the
lepton charge is shown in Figure 4.10. In general a reasonable agreement between data
and simulation is observed for all the observables studied here.

4.2 Top-quark mass reconstruction

All the events passing the event selection discussed previously can be used to estimate the
top-quark mass. In this thesis only the mass of the hadronically decaying top quark will be
estimated since all kinematics of this system are measured, in contrast to the leptonically
decaying top quark where the non-interacting neutrino results in partly unmeasured kine-
matics. The four leading jets in each event are used for this purpose, which can be assigned
to the four quarks from the tt̄ → bb̄qq̄′`ν` decay in 24 different ways (24 jet combinations
or jet permutations). Since the interchange of the jets assigned to the two light quarks
q and q̄′ from W -boson decay will result in exactly the same reconstructed top-quark and
W -boson masses, only 12 relevant jet combinations need to be considered.

Instead of choosing the most optimal jet combination per event, which is never 100%
efficient, multiple combinations per event will be used as input to the Ideogram method
in order to estimate the top-quark mass as explained in Chapter 5. Therefore the mass
of the hadronically decaying top-quark is estimated for each of the 12 jet combinations.
The estimation itself is performed via a kinematic fit with mass constraints as described
in Section 4.2.2. Prior to this estimation, additional jet energy corrections are applied to
the jets, depending on the flavour assigned to them in each particular jet combination as
discussed in Section 4.2.1. The resolution on the jet kinematics is also used as input to the
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Figure 4.9: Comparison between data and simulation of the pT (top) and η (middle) of
the four leading jets, and the number of select jets (bottom); shown separately for `++jets
(left) and `−+jets (right) events.
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Figure 4.10: Comparison between data and simulation of the b-tag multiplicity separately
for `++jets (top left) and `−+jets (top right) events, and of the lepton charge (bottom).
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kinematic fit and their derivation is also discussed in this section. Finally, in Section 4.2.3
the results of the kinematic fit will be presented together with a comparison between data
and simulation of these results.

4.2.1 Parton-level jet energy corrections and jet resolutions

Since the standard jet energy corrections used within CMS and discussed in Section 3.3.4
only provide flavour-inclusive corrections up to the level of generator jets, additional correc-
tions estimated from simulated tt̄ events in the `+jets decay channel are applied to the jets
before the top-quark mass estimation. These L5L7 corrections are estimated separately for
the b jets from top-quark decays and for the light jets from W -boson decays by comparing
the transverse energies ET of the PF jets and the corresponding quarks. These quarks are
matched to the jets using a ∆R matching requirement of ∆R < 0.3.

In bins of pPFjetT and |ηPFjet | the distribution of the relative ET difference between the

PF jet and the matched quark EPFjet
T −Equark

T
EPFjet
T

is fitted with a Gaussian function. The resulting

mean µ is used to obtain the parton-level jet energy correction in this (pPFjetT , |ηPFjet |) bin.
All the results for each |ηPFjet | bin are then fitted with suitable functions to obtain the jet
energy corrections as a function of pPFjetT as shown in Figures 4.11 and 4.12 for 7 and 8 TeV,
respectively. These plots show that light-quark jets are slightly over-corrected except at
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Figure 4.11: Fitted parton-level jet energy correction functions for light jets (left) and b
jets (right) as estimated with 7 TeV tt̄ `+jets events.

very low pT , while this effect is significantly smaller for b-quark jets. At very low pT these
b-quark jets are significantly under-corrected by the standard jet energy scale corrections.
This is caused by the production of neutrinos during the b-hadron decay within these jets,
which is not taken into account by the standard corrections.

The effect of these additional jet energy corrections on the reconstructed top-quark
mass is shown in Figure 4.13, where the invariant mass of the three jets matched to the
three quarks from the t → bqq̄′ decay is plotted before and after these combined L5L7
corrections. Both distributions are fitted with a Gaussian function and a comparison of the
mean µ of both fits clearly shows that the top-quark mass moves closer to the generated
top-quark mass of 172.5 GeV after the additional corrections are applied. The relative
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Figure 4.12: Fitted parton-level jet energy correction functions for light jets (left) and b
jets (right) as estimated with 8 TeV tt̄ `+jets events.
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resolution on the top-quark mass which is calculated as σ/µ is also slightly improved from
9.81% to 9.33%.

The resolutions on the reconstructed ET , θ and φ of the PF jets are an important
input of the kinematic fit. Their calculation happens in a similar way as the L5L7 jet
energy corrections. They are also estimated separately for b jets from top-quark decays
and light jets from W -boson decays after applying the L5L7 jet energy corrections. In the
same bins of pPFjetT and |ηPFjet | the distributions of the absolute difference in ET , θ and φ
between the PF jets and the quarks are fitted with a Gaussian function and its width σ is
taken as the estimated resolution. In each |ηPFjet |-bin these estimated resolutions are again
fitted with suitable functions as shown in Figures 4.14 and 4.15. The ET resolution of
the PF jets shows a small dependency on pPFjetT , which results in an improved relative ET
resolution for increasing pPFjetT . This is caused by the fact that high-pT jets tend to consist
of more energetic particles and these are measured more precisely by the CMS detector.
The improvement of the θ and φ resolutions for increasing pPFjetT is also caused by this
effect. The improvement of the resolution for PF jets with higher |η| is also a consequence
of this effect since a jet with a certain pT in the forward region is more energetic than a
jet of the same pT in the central region of the detector.

4.2.2 Kinematic fit

For each of the twelve possible jet combinations in an event the mass of the hadronically
decaying top-quark candidate is estimated with a kinematic fit. In this procedure the
measured jet kinematics, their corresponding resolutions and the kinematic constraints of
the system are used in a combined way. The measured kinematics are slightly varied within
their resolutions until they fulfil the imposed constraints, resulting in a significantly improved
resolution on the reconstructed top-quark. The kinematic fit algorithm is described in great
detail in Ref. [127]. Only the concepts relevant within this thesis will be discussed below.

Fitting event topologies with kinematic constraints

In general one typically has a system with n measured parameters ~y and m constraints ~f .
These constraints will be fulfilled for the true parameters ȳ and are defined as

f1 (ȳ1, · · · , ȳn) = 0
... (4.5)

fm (ȳ1, · · · , ȳn) = 0.

The measured values ~y will not exactly fulfil these constraints so corrections ∆~y to these
measured parameters need to be calculated. The corrected values ~y ′ = ~y + ∆~y will then
fulfil these constraints. At the same time the weighted sum

S(~y) = ∆~yTV−1∆~y (4.6)

should also be minimal, where V is the covariance matrix of the measured parameters.
The minimisation of this weighted sum taking the constraints of Equation 4.5 into

account is performed by using Lagrange Multipliers. Therefore a new likelihood is defined
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Figure 4.14: ET (top), θ (middle) and φ (bottom) resolutions for reconstructed light jets
(left) and b jets (right) as estimated with 8 TeV tt̄ `+jets events.
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Figure 4.15: ET (top), θ (middle) and φ (bottom) resolutions for reconstructed light jets
(left) and b jets (right) as estimated with 8 TeV tt̄ `+jets events.
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as

L(~y ,~λ) = S(~y) + 2
m∑

k=1

λk fk(~y), (4.7)

where ~λ are the Lagrange Multipliers. This function has a local minimum when S(~y) is
minimal and the constraints are exactly fulfilled (fk(~y) = 0).

When the constraints are linear a solution can be found directly. Otherwise the minimi-
sation is performed with an iterative approach where the constraints are linearised in each
iteration as

fk(~y ′) ≈ fk(~y ∗) +
n∑

i=1

∂fk
∂yi

∣∣∣∣
yi=y∗i

(∆yi −∆y ∗i ) . (4.8)

Here ~y , ~y ∗ and ~y ′ are respectively the start value, the value after the previous iteration and
the value after the current iteration of the measured parameters; and the differences ∆yi
and ∆y ∗i are defined by ∆yi = y ′i − yi and ∆y ∗i = y ∗i − yi . This procedure is repeated until
the predefined convergence criteria are fulfilled

Sn−1 − Sn
ndf < εS and

m∑
k=1

∣∣∣f (n)
k (~y)

∣∣∣ < εF , (4.9)

where n denotes the number of the iteration and ndf is the number of constraints. These
criteria ensure that the change in χ2 as calculated from Equation 4.6 is small and that the
constraints fk are properly fulfilled.

Top-quark mass estimation with a kinematic fit

The estimation of the mass of the hadronically decaying top-quark candidate in each jet
combination is performed with the kinematic fit explained previously. The energies and
momenta of the PF jets assigned to the b and light quarks from t → bqq̄′ decay within
the jet combination are first corrected to the parton level using the flavour-dependent L5L7
jet energy corrections from Section 4.2.1. These corrected jets are parametrised via their
(ET , θ,φ), which are related to the energy and momentum via

~p =

 ET cosφ
ET sinφ
ET cot θ

 and E = ET

sin θ , (4.10)

and given as input to the kinematic fit together with their corresponding resolutions as
discussed in Section 4.2.1.

In the kinematic fit two mass constraints are used. The invariant mass of the two jets
identified as light jets from W -boson decay is constrained to the known W -boson mass of
80.4 GeV [9], while the invariant mass of these two jets and the hadronic b-jet candidate
is constrained to the assumed top-quark mass. The top-quark mass constraint is varied
in steps of 2 GeV within a range of ±50 GeV around a central mass value. This central
value is calculated by taking the invariant mass of the two light jets and the hadronic b jet
but with the momenta of the two light jets rescaled with a common factor to make their
invariant mass equal to the W -boson mass of 80.4 GeV.
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Figure 4.16: Example of the application of the kinematic fit for different top-quark mass
constraints using a simulated tt̄ `+jets event.

The kinematic fit is performed for every top-quark mass constraint, as illustrated in
Figure 4.16. This χ2 as a function of the top-quark mass constraint is then fitted with a
parabola of the form a · (x − m)2 + h in a range of ±15 GeV around the mass constraint
with the smallest χ2; where a, m and h are determined by the fit. The fitted value of m is
taken as the fitted top-quark mass mFit

t and its uncertainty σ(mFit
t ) is extracted from the

parabola using χ2 = χ2
min,parabola+1. Finally, the minimal χ2

min returned by this entire fitting
procedure is calculated by taking the χ2 returned by the kinematic fit with the top-quark
mass constraint equal to mFit

t .

During and after this procedure each jet combination needs to pass some additional
selection cuts which are aimed at removing incorrect jet combinations where either the
kinematic fit did not converge or where the imposed mass constraints were badly fulfilled.
The number of points used in the parabolic fit needs to be larger than 5, the a parameter of
the fitted parabola needs to be positive and finally χ2

min/ndf needs to be smaller than 10.
The number of degrees of freedom within the fit ndf is equal to one, since there is only one
real constraint: the W -boson mass constraint. The efficiency of these criteria on correct
jet combinations is estimated from simulation to be 99.7%, indicating that only wrong jet
combinations are removed by these additional requirements.

The effect of the kinematic fitting procedure on the estimated top-quark mass is shown
in Figure 4.17, where mFit

t is compared with the invariant mass of the three jets matched
to the three quarks from top-quark decay after the L5L7 jet energy corrections. Both
distributions are fitted with a Gaussian function, which shows that the relative top-quark
mass resolution calculated as σ/µ improves significantly from 9.33% to 6.57%. This clearly
shows the power of a kinematic fit.
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Figure 4.17: Estimated top-quark mass before and after the kinematic fit for correct jet
combinations as determined from simulated tt̄ `+jets events.

4.2.3 Results after the kinematic fit

The three main variables estimated for each jet combinations by the kinematic fitting
procedure (mFit

t , σ(mFit
t ) and χ2

min) are used by the Ideogram method to estimate the
top-quark mass from the entire event sample as explained in Chapter 5. Therefore a
comparison between data and simulation of these quantities is conducted. The additional
selection requirements applied on each jet combination during the kinematic fit, including
the χ2

min/ndf < 10 requirement, are applied to the results shown here. If an event has no
remaining jet combinations it is rejected from further analysis. These requirements were
also applied to the results shown in Section 4.1.4.

A comparison between data and simulation of some of these quantities is shown in
Figures 4.18 and 4.19 for the 7 TeV analysis and in Figures 4.20 and 4.21 for the 8 TeV
analysis. In general a reasonable agreement between data and simulation is observed for
both centre-of-mass energies.
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Figure 4.18: Comparison between data and simulation of mFit
t (top) and χ2

min (bottom)
from the jet combination with the smallest χ2 in each event, shown separately for `++jets
(left) and `−+jets (right) events.
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Figure 4.19: Comparison between data and simulation of mFit
t (top) and σ(mFit

t ) (bottom)
from all selected jet combinations, shown separately for `++jets (left) and `−+jets (right)
events.
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Figure 4.20: Comparison between data and simulation of mFit
t (top) and χ2

min (bottom)
from the jet combination with the smallest χ2 in each event, shown separately for `++jets
(left) and `−+jets (right) events.
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Figure 4.21: Comparison between data and simulation of mFit
t (top) and σ(mFit

t ) (bottom)
from all selected jet combinations, shown separately for `++jets (left) and `−+jets (right)
events.
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Chapter 5

Top-quark mass measurement with
the Ideogram method

The mass of the top quark is one of the fundamental parameters of the Standard Model,
therefore a precise measurement of this quantity is of large importance as discussed in
Section 1.2.3. The most precise measurements have been performed in the `+jets decay
channel and are in general based on the hadronically decaying top quark, since in this case
the kinematics of all final-state objects are measured and can be easily combined to estimate
the top-quark mass. One of the main limitations of these methods is their high sensitivity
to the jet energy scale uncertainty, so to overcome this issue combined measurements of the
top-quark mass and the jet energy scale have been performed, where the known W -boson
mass was used to constrain the jet energy scale.

In this chapter a more traditional approach will be used, since no combined jet en-
ergy scale measurement is performed. The mass measurement itself is conducted with
the Ideogram method [128], which has been used before to measure the mass of the W
boson and the top quark and is explained in Section 5.1. Due to some assumptions and
simplifications made within the method presented here, a calibration procedure needs to be
applied as discussed in Section 5.2. The results obtained with the 7 and 8 TeV data and the
corresponding systematic uncertainties are presented in Section 5.3. Afterwards the method
is optimised in order to reduce the total uncertainty, as explained in Section 5.4. Finally
in Section 5.5 the top-quark mass measurement is performed in bins of several kinematic
variables.

5.1 The Ideogram method

Within the Ideogram method a likelihood Levent(x |mt) is calculated for every event as a
function of the assumed top-quark mass mt based on the output of the kinematic fit for
each jet combination as explained in Section 4.2.2. The event likelihood is defined as

Levent(x |mt) = ftt̄ Ptt̄(x |mt) + (1− ftt̄) Pbkg(x), (5.1)

where Ptt̄(x |mt) and Pbkg(x) are the signal and background probabilities. In this equation
x represents the measured observables which include the number of b-tagged jets nb, the
lepton charge q` and the output of the kinematic fit for each jet combination, namely

91
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the fitted top-quark mass mi , the uncertainty on the fitted top-quark mass σi and the
minimal χ2 of the fit χ2

i . The fraction of signal events ftt̄ is calculated from the numbers
in Tables 4.2 and 4.3 for the 7 and the 8 TeV analyses, respectively.

In the definition of the signal and background probabilities it is assumed that the number
of b-tagged jets and the lepton charge are uncorrelated with the mass information in a given
event. This means that the probabilities to observe a certain number of b-tagged jets and
a certain lepton charge can be factorised out via

Ptt̄(x |mt) = Ptt̄(nb) · Ptt̄(q`) · Ptt̄(xmass |mt) (5.2)

Pbkg(x) = Pbkg(nb) · Pbkg(q`) · Pbkg(xmass). (5.3)

These probability densities for the number of b-tagged jets (Ptt̄(nb) and Pbkg(nb)) and for
the lepton charge (Ptt̄(q`) and Pbkg(q`)) are taken from the signal and background samples
in Tables 4.2 and 4.3 for the 7 and the 8 TeV analyses. The inclusion of b-tagging in
this way reduces the impact of the backgrounds, while the inclusion of the lepton charge
is to account for the charge asymmetry in the W+jets and single top backgrounds. The
xmass observable in Equations 5.2 and 5.3 represents the output from the kinematic fit for
each jet combination (mi , σi and χ2

i ). The remaining signal and background probabilities,
Ptt̄(xmass |mt) and Pbkg(xmass), are discussed in Sections 5.1.1 and 5.1.2, respectively, and
the final top-mass extraction is explained in Section 5.1.3.

5.1.1 The signal probability

The tt̄ signal probability is taken as a weighted sum over all jet combinations passing the
selection requirements of Section 4.2.2. It consists of two terms; the first one representing
the probability that a jet combination has the correct jet-to-quark assignment and the second
one expressing the probability that a jet combination has a wrong jet-to-quark assignment.

Ptt̄(xmass |mt) =
ncombi∑
i=1

wi

(
fgc
∫ mmax

mmin

dm′G(mi |m′,σi)B(m′|mt , Γt) + (1− fgc)W (mi |mt)
)

(5.4)

The fraction of correct jet combinations fgc in this equation is taken from simulated tt̄
events, separately for events with nb = 1 or nb > 1.

The weights wi in the signal probability equation are taken to be equal to

wi = exp
(
−1

2χ
2
i

)
wb-tag , (5.5)

where the first term in this product represents the probability of the kinematic fit for the
considered jet combination, and the second term reflects the degree of compatibility of the
jet-to-quark assignment with the observed b-tagging assignments and is defined as

wb-tag =
∏
j
pj . (5.6)

Here the index j runs over all jets considered in the fit and the probabilities pj are calculated
from the b-tag efficiency εb and the mistag rate εl from Section 3.3.5. These probabilities



CHAPTER 5: Top-quark mass measurement with the Ideogram method 93

are equal to εl , (1 − εl), εb or (1 − εb) depending on the flavour assigned to each jet in
the jet combinations under study and whether the jet is b-tagged or not. These individual
weights wi are normalised to sum to unity for each event.

The first term in the weighted sum of Equation 5.4, the probability that a jet combination
has the correct jet-to-quark assignment, is calculated by taking the convolution of a Gaussian
resolution function G(mi |m′,σi) and a relativistic Breit-Wigner distribution B(m′|mt , Γt).
This relativistic Breit-Wigner distribution is defined by

B(m′|mt , Γt) ∝
m′2

(m′2 −m2
t )

2 + m′4Γ2
t/m2

t
, (5.7)

where the width of the top quark Γt is fixed to 2 GeV [9]. The Gaussian function within
this convolution describes the mass resolution for each jet combination. It is centred at the
Breit-Wigner distributed value of the top-quark mass m′ and has a standard deviation equal
to the uncertainty on the fitted top-quark mass σi . If the smallest χ2

i in an event (χ2
min)

is larger than the number of degrees of freedom ndf = 1, then all the σi of the event are
scaled up by a factor

√
χ2
min/ndf . This reduces the impact of events where no single jet

combination properly fulfils the constraints imposed in the kinematic fit.
The second term of the weighted sum in Equation 5.4, W (mi |mt), represents the prob-

ability that a jet combination has a wrong jet-to-quark assignment. Its shape is estimated
by using jet combinations from the simulated tt̄ event samples which are known to have a
wrong jet-to-quark assignment. The distribution of the fitted top-quark mass mi of these
wrong jet combinations, taking the weights wi from Equation 5.5 into account, is fitted
with a Landau function in each of the samples with different generated top-quark masses
mgen

t . Some examples of these fits are shown in Figures 5.1 and 5.2 for the 7 and the
8 TeV analyses. In general these fitted top-quark mass distributions are reasonable well
described by the fitted Landau functions. The mean µ and width σ of these Landau func-
tions depend on the generated top-quark mass. Therefore µ and σ are parametrised as
having a linear dependence on the generated top-quark mass, as shown in Figures 5.3 and
5.4 for 7 and 8 TeV, where these dependencies are fitted with a linear function of the form
p0 + p1 ·mgen

t . These linear parametrisations define the dependence of W (mi |mt) on the
assumed top-quark mass mt .

5.1.2 The background probability

The background probability Pbkg(xmass) is assumed to be independent on the top-quark
mass mt and its shape is obtained in a similar way as the wrong jet-to-quark assignment
probability W (mi |mt). The distribution of the fitted top-quark mass mi of background
events, taking the weights wi from Equation 5.5 into account, is fitted again with a Landau
function as shown in Figure 5.5. The backgrounds considered for these shapes are the
dominant background sources from Tables 4.2 and 4.3. For the 7 TeV analysis this is the
W+jets background, while for the 8 TeV analysis both the W+jets and the QCD multijet
background are considered.

Finally, the background probability Pbkg(xmass) is obtained from this fitted Landau func-
tion via a weighted sum over all jet combinations of the individual Landau-distributed
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Figure 5.1: Fitted top-quark mass distributions of wrong jet combinations for different
generated top-quark mass samples at 7 TeV. All are fitted with a Landau function.
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Figure 5.2: Fitted top-quark mass distributions of wrong jet combinations for different
generated top-quark mass samples at 8 TeV. All are fitted with a Landau function.
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Figure 5.3: Dependence of the mean µ (left) and the width σ (right) of the fitted Landau
function on the generated top-quark mass mgen

t for the 7 TeV analysis.
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Figure 5.4: Dependence of the mean µ (left) and the width σ (right) of the fitted Landau
function on the generated top-quark mass mgen

t for the 8 TeV analysis.
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Figure 5.5: Fitted top-quark mass distributions of background events for 7 (left) and 8 TeV
(right). Both are fitted with a Landau function.
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probabilities L(mi) of each jet combination:

Pbkg(xmass) =
ncombi∑
i=1

wi L(mi). (5.8)

From the plots in Figure 5.5 it is clear that the Landau function is not perfectly describing
the shapes of the fitted top-quark mass distributions for both the 7 and the 8 TeV analyses.
This is one of the simplifications made within the analyses, but the method will be corrected
afterwards for any residual bias arising from this and other simplifications as discussed in
Section 5.2.

5.1.3 Extraction of the top-quark mass

For the final extraction of the top-quark mass the individual likelihoods for every event are
calculated as explained in the previous section. Some example event likelihoods are shown
in Figure 5.6 for simulated tt̄ events with either 1 b-tagged jet or 2 b-tagged jets. When
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Figure 5.6: Example likelihoods for two simulated tt̄ `+jets events with 1 (left) and 2
(right) b-tagged jets.

comparing these likelihoods the effect of the weights wi from Equation 5.5 is clear. In
the event with 2 b-tags the jet combination with the correct b-tagging assignment gets
a much higher weight compared to the other jet combinations, resulting in the clear peak
around mt ∼ 168.5 GeV. In the 1 b-tag event this difference in weight between the jet
combinations with correct and wrong b-tagging assignments is smaller and this results in a
less pronounced peak compared to the event with 2 b-tags.

The sample likelihood as a function of the assumed top-quark mass mt is defined as the
product of all the individual event likelihoods

Lsample(x |mt) =
∏
j
Levent, j (x |mt). (5.9)

In practice it is easier to use the known relationship χ2 = −2 logL and sum the log-
likelihood curves of all the events:

χ2
sample(x |mt) = −2 logLsample(x |mt) = −2

∑
j

logLevent, j (x |mt). (5.10)
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An example of such a χ2
sample(x |mt) curve is shown in Figure 5.7 as illustration, where

∆χ2
sample = χ2

sample − χ2
sample, min is plotted as calculated from the simulated 8 TeV event

samples with mgen
t = 172.5 GeV. The estimated top-quark mass and its statistical uncer-
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Figure 5.7: Example ∆χ2
sample(x |mt) curve as calculated from the simulated 8 TeV event

samples with mgen
t = 172.5 GeV.

tainty are calculated from this χ2
sample(x |mt) curve by using a parabolic interpolation with

the 3 χ2 points closest to the minimum.

5.2 Calibration of the Ideogram method

The likelihood Levent as calculated for every event contains a number of assumptions, so it is
only a simplified representation of the underlying probability processes. This means that the
resulting combined likelihood Lsample is an approximation and needs to be calibrated with
simulated events. The procedure which is applied to perform this calibration is explained
in Section 5.2.1, while the results after calibration are discussed in Section 5.2.2.

5.2.1 Calibration procedure

The calibration of the Ideogram method is performed with pseudo-experiments using si-
mulated events. In these pseudo-experiments events are picked from the different event
samples listed in Tables 4.2 and 4.3 for the 7 and 8 TeV analyses, including Poisson fluctu-
ations around the expected sample composition. In each pseudo-experiment the top-quark
mass mi and its statistical uncertainty σi are estimated. Finally, the results of all pseudo-
experiments are used to calculate the bias and the pull distribution via

bias = 〈m〉 −mgen
t and pulli = mi − 〈m〉

σi
, (5.11)
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where 〈m〉 is the mean of the estimated top-quark masses over all pseudo-experiments.
The width of the pull is defined as the width σ of a Gaussian function which is fitted to
the pull distribution.

For each generated top-quark mass value ranging from 161.5 GeV to 184.5 GeV a total
of 1000 pseudo-experiments are performed. The resulting biases and pull widths are shown
in Figures 5.8 and 5.9 for the 7 and 8 TeV analyses, respectively. These plots clearly show
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Figure 5.8: Bias on the estimated top-quark mass (left) and width of the pull distribution
(right) as a function of the generated top-quark mass for the 7 TeV analysis.
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Figure 5.9: Bias on the estimated top-quark mass (left) and width of the pull distribution
(right) as a function of the generated top-quark mass for the 8 TeV analysis.

the need of the calibration procedure, since residual biases are present in the method due
to the assumptions and simplifications made in the definition of the event likelihood. For
both the 7 and the 8 TeV analyses significant biases are observed, which also depend on
the generated top-quark mass. The fitted linear calibration curves in both plots are used
to correct the final estimated top-quark masses. Since the pull widths in both analyses are
slightly larger than one, the statistical uncertainties on the final measurements need to be
scaled up by about 11.5% and 13.4% for the 7 and the 8 TeV analyses, respectively.
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5.2.2 Results of the calibration

The performance of the calibration procedure is checked by repeating all the pseudo-
experiments but this time with the calibration applied to the estimated top-quark mass
mi and its statistical uncertainty σi . The resulting biases and pull widths are shown in
Figure 5.10 for the 7 TeV analysis and in Figure 5.11 for the 8 TeV analysis. A very good
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Figure 5.10: Bias on the estimated top-quark mass (left) and width of the pull distribution
(right) after calibration as a function of the generated top-quark mass for the 7 TeV analysis.
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Figure 5.11: Bias on the estimated top-quark mass (left) and width of the pull distribution
(right) after calibration as a function of the generated top-quark mass for the 8 TeV analysis.

closure is observed in all cases, meaning that all biases have been removed and all pull
widths are compatible with one.

In Figure 5.12 the biases and pull widths observed in the samples after the e+jets and
µ+jets event selection are shown. In both cases the inclusive `+jets calibration curves
from Figure 5.9 are applied. When comparing both plots, a small residual bias between
both channels is observed which can be explained by the fact that the e+jets and µ+jets
channels have a different signal fraction and background composition. Their kinematics are
also slightly different due to the different event selection criteria applied in both channels.
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Figure 5.12: Bias on the estimated top-quark mass for events in the e+jets (left) and
µ+jets (right) decay channels after the inclusive `+jets calibration as a function of the
generated top-quark mass for the 8 TeV analysis.

5.3 Measurement of the top-quark mass

After the calibration procedure the method is bias-free and the statistical uncertainties are
known to be properly estimated. Thus the top-quark mass estimation method is applied to
the real data collected by the CMS experiment, as explained in Section 5.3.1. The different
systematic uncertainties which need to be considered in the context of this measurement
are discussed in Section 5.3.2.

5.3.1 Results on data

The ∆χ2
sample(x |mt) curves obtained by applying the Ideogram method separately to the 7

and the 8 TeV datasets are shown in Figures 5.13 and 5.14, which are calculated before
the calibration is applied. From these curves the top-quark masses and the corresponding
uncertainties are extracted, and the calibration procedure is applied. The results obtained
on both datasets are listed in Table 5.1.

e+jets µ+jets `+jets

7 TeV (4.9 fb−1) 173.10 ± 0.32 GeV 172.77 ± 0.28 GeV 172.89 ± 0.21 GeV

8 TeV (19.7 fb−1) 173.11 ± 0.14 GeV 172.63 ± 0.13 GeV 172.84 ± 0.10 GeV

Table 5.1: Measured top-quark masses and their statistical uncertainties in the different
decay channels and the combined `+jets channel, using the 7 and 8 TeV datasets.

These results show an almost perfect compatibility between the 7 and the 8 TeV mea-
surements. When the results of the e+jets and µ+jets decay channels are compared
some small differences are observed, with the µ+jets channels giving slightly lower top-
quark mass values. This is expected since the calibration curves were estimated inclu-
sively for `+jets events and not separately for e+jets and µ+jets events, as explained
in Section 5.2. With the 7 TeV dataset this difference is measured to be me

t − mµ
t =
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Figure 5.13: ∆χ2
sample(x |mt) curve obtained with the 7 TeV `+jets dataset.
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sample(x |mt) curve obtained with the 8 TeV `+jets dataset.
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0.33 ± 0.43 GeV, which is statistically compatible with zero. With the 8 TeV dataset a
difference of me

t −mµ
t = 0.48± 0.19 GeV is observed, which is statistically compatible with

a difference of 0.17± 0.05 GeV as measured in the simulation and with the results shown
in Figure 5.12. All individual values shown in the table are also compatible with previous
measurements of the top-quark mass, as presented in Section 1.2.2.

5.3.2 Systematic uncertainties on the measured top-quark mass

Several systematic effects can induce a shift on the measured top-quark mass. These
can originate from our understanding of the detector performance, the robustness of the
reconstruction algorithms, assumptions made within the mass-extraction method, and the
description of tt̄ events in the simulation.

All systematic effects are evaluated using simulated event samples, by comparing the
nominal sample to a sample where the systematic effect is varied by ±1 standard deviation.
Since some of these systematic effects introduce very small shifts on the estimated top-quark
mass, the statistical uncertainty of these induced shifts is calculated for every systematic
effect. This is done with the Jackknife method as explained below.

The Jackknife method

The Jackknife resampling technique [129] is used to estimate the statistical uncertainty on
a complicated quantity from which the underlying probability distribution and/or internal
correlations are unknown. When the Jackknife method is applied to an observable X
estimated from a sample of n independent measurements, the estimation of X is repeated
n times. Every time the estimation is repeated with exactly one measurement i removed
from the full sample, resulting in a set of n estimated quantities X Jack

i . From this set the
statistical uncertainty on X can be calculated via

σJackX =

√√√√n − 1
n

n∑
i=1

(
X Jack
i − X

)2. (5.12)

In the case of the top-quark mass measurement the observable X is taken as the shift
introduced due to a certain systematic variation, X = mNominal

t −mSystematic
t . Equation 5.12

is then used to estimate the statistical uncertainty on the observed systematic shift in mt .

Systematic uncertainties on the 7 and 8 TeV analyses

An overview of all the systematic uncertainties considered for the measurement of the top-
quark mass with the 7 and 8 TeV datasets can be found in Table 5.2. The numbers shown
here are the maximal observed shifts when the systematic effect is varied by ±1 standard
deviation in simulation, and the corresponding statistical uncertainties on these shifts as
calculated with the Jackknife method.

For some systematic uncertainties the statistical significance of the observed shift in
mt is small. Therefore the observed shift is quoted as systematic uncertainty when it
is larger than the statistical uncertainty and otherwise just the statistical uncertainty is
quoted, as indicated by the bold script in the table. The total systematic uncertainty is
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taken to be the quadratic sum of the values quoted for each source. The evaluation of all
these systematic uncertainties is explained below. There some potential additional sources
which were included in previous top-quark mass measurements are also discussed, like the
uncertainty on the modelling of the trigger and on the modelling of hadronisation.

Estimated effect on mt (MeV)

Source 7 TeV 8 TeV

Jet energy scale 1160 ± 6 832 ± 6

Jet energy resolution 93 ± 5 86 ± 6

b-tagging efficiency 42 ± 4 22 ± 3

Pileup 51.3 ± 0.1 29.9 ± 0.2

Signal fraction 57 ± 1 161 ± 1

Background composition 12.7 ± 0.3 75.0 ± 0.3

Method calibration 17 ± 24 39 ± 27

Parton distribution functions 142 ± 1 172 ± 2

Q2-scale; initial- and final-state radiation 525 ± 103 603 ± 96

ME-PS matching threshold 226 ± 97 110 ± 94

Colour reconnection 205 ± 86∗ 16 ± 55

Underlying event 227 ± 90∗ 64 ± 89

Total 1335 1073

Table 5.2: Overview of the systematic uncertainties on mt. For each contribution the larger
among the estimated shift and its statistical uncertainty is quoted, as indicated by the bold
script. The asterisk ∗ denotes that the systematic was evaluated with fastsim samples.

Jet energy scale
This uncertainty is evaluated by propagating the pT - and η-dependent jet energy
scale uncertainties from Figures 3.11 and 3.12 to the estimated top-quark mass.
Therefore the energy of each jet is scaled up/down within these uncertainties. Since
the top-quark mass is estimated from its decay into three jets, the measurement
is very sensitive to any uncertainty on the jet energy scale, making this the most
dominant systematic uncertainty.

Jet energy resolution
For the evaluation of this uncertainty the energy of each jet was smeared up/down
within the |η|-dependent jet energy resolution uncertainties shown in Figure 3.13.
Although the top-quark mass as estimated from its three-jet decay is very sensitive
to any jet-energy related uncertainty, the effect of the jet energy resolution is
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reasonably small since the up/down scaling results only in small shifts of the energy
of the jet.

b-tagging efficiency
A mismodelling of the b-tag efficiency can bias the measurement via altering the
effect of wrong jet combinations and background events. To quantify the impact of
the b-tagging efficiency, the threshold defining the working point is altered which
results in a change in efficiency. An absolute change in efficiency of ±1.9% was
introduced for the 7 TeV analysis, while for the 8 TeV analysis an efficiency change
of ±1.2% was applied. These numbers correspond to the uncertainties quoted on
the b-tag efficiencies in Section 3.3.5.

Pileup
The effect of additional pileup collisions is included in all simulated event samples,
which are reweighted to match the observed pileup profile in data. To estimate
the systematic uncertainty related to pileup the mean number of interactions is
changed in simulation by ±5% for the 7 TeV analysis and by ±6% for the 8 TeV
analysis. The larger 8 TeV variation is motivated by a larger uncertainty on the
measured luminosity at 8 TeV, which is used to estimate the observed pileup profile
in data as explained in Section 4.1.4.

The pileup dependence of the top-quark mass measurement is small. This
can be seen from the dependence of the measured top-quark mass on the primary
vertex multiplicity as shown in Figure 5.15. The data results of both analyses
are statistically compatible with no dependence on the number of reconstructed
primary vertices.
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Figure 5.15: Dependence of the top-quark mass on the number of primary vertices in
data and simulation for the 7 TeV (left) and 8 TeV (right) analyses. The χ2/ndf value is
calculated for the data with respect to the blue curve, which corresponds to mt = 〈mt〉.

Signal fraction
The signal fraction is one of the input parameters of the Ideogram method. A
change in signal fraction will also bias the measurement since signal and background
events have different fitted top-quark mass distributions. Therefore the signal
fraction is changed by a relative ±10% in both analyses.
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Background composition
Residual effects due to the composition of the background can be present, since not
all backgrounds have the same fitted top-quark mass distributions. The uncertainty
is evaluated by scaling each background source up and down, but keeping the signal
fraction fixed. The W+jets, Z/γ∗+jets, single top t-channel and single top tW -
channel backgrounds are each independently scaled up/down by a relative 30%,
while the QCD multijet background in the 8 TeV analysis is scaled up/down by a
relative 50%. The individual top-quark mass shifts induced by these variations are
listed in Table 5.3.

Effect on mt (MeV)

Background 7 TeV 8 TeV

W+jets (±30%) 3.6 ± 0.2 3.5 ± 0.2

Z/γ∗+jets (±30%) 7.78 ± 0.02 0.10 ± 0.02

Single top t-channel (±30%) 7.04 ± 0.02 11.38 ± 0.03

Single top tW -channel (±30%) 6.1 ± 0.2 12.5 ± 0.2

QCD multijet (±50%) / 73.0 ± 0.2

Total 12.7 ± 0.3 75.0 ± 0.3

Table 5.3: Overview of the subcomponents of the background composition systematic
uncertainty. The total uncertainty is calculated as the quadratic sum of all individual
components.

Method calibration
The calibration procedure is limited in precision by the statistics of the simulated
event samples. Therefore the residual bias after calibration is calculated with the
nominal event samples (with mt = 172.5 GeV) and quoted as systematic uncer-
tainty. Both biases are statistically compatible with zero.

Parton distribution functions
As explained in Section 3.1.1, the simulated event samples were generated with the
CTEQ parton distribution functions (PDFs) which are described by 22 independent
parameters. The up and down variation of each of these parameters results in 22
accompanying PDF up/down possibilities. The nominal simulated event sample is
reweighted according to the deviation of each PDF from its original form. The sum
of the larger shift (up or down) for each change in PDF is taken in quadrature to
define the combined PDF uncertainty.

Q2-scale; initial- and final-state radiation
The uncertainty on the amount of initial- and final-state radiation and on the choice
of Q2-scale during the event generation is estimated with dedicated simulated tt̄
samples. In these samples the Q2-scale is varied up and down by a factor 2 and
the amount of initial- and final-state radiation is also increased and decreased
simultaneously.
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The significant effect of these variations on the measured top-quark mass is
caused by two effects. Firstly, the increase and decrease of the amount of additional
radiation jets influence the choice of the four leading jets from which the fitted top-
quark masses are estimated. Secondly, final-state radiation originating from one of
the quarks of t → bqq̄′ decay will result in a significant mismeasurement of the
quarks energy and bias the fitted top-quark masses.

ME-PS matching threshold
The uncertainty on the threshold chosen in the matrix-element parton-shower
matching is evaluated with dedicated tt̄ samples. The threshold is scaled up and
down by a factor 2 in these samples.

Colour reconnection
To estimate the effect of colour reconnection on the measured mass, two tt̄ samples
with different pythia tunes are compared as explained in Section 3.1.4. The P11
tune, which includes colour reconnection, and the P11noCR tune, where colour
reconnection was disabled, are compared. In the 7 TeV analysis this systematic
uncertainty is evaluated with fastsim samples.

Underlying event
The uncertainty on the modelling of the underlying event is propagated onto the
measured top-quark mass with tt̄ samples produced with different pythia tunes as
discussed in Section 3.1.4. The P11 tune is compared to the P11mpiHi and P11TeV,
which have more and less underlying event activity, respectively. The individual
mass shifts observed when comparing these samples are listed in Table 5.4. In the
7 TeV analysis this systematic uncertainty is evaluated with fastsim samples.

Effect on mt (MeV)

pythia tune 7 TeV 8 TeV

Tune P11 vs. tune P11TeV 197 ± 64 63 ± 63

Tune P11 vs. tune P11mpiHi 113 ± 63 11 ± 63

Total 227 ± 90 64 ± 89

Table 5.4: Overview of the subcomponents of the underlying event systematic uncertainty.
The total is calculated as the quadratic sum of the individual components.

Trigger
The trigger requires either the presence of an isolated lepton and at least three
jets with pT > 30 GeV, or only the presence of an isolated lepton. As the lepton
is not used in the mass reconstruction, no systematic effect is expected from any
mismodelling of the lepton trigger efficiency or pT threshold. The requirement of
three jets with pT > 30 GeV in the 7 TeV trigger is highly efficient for events with 4
jets with pT > 30 GeV. Any effect on kinematic distributions of the jets in selected
events is thus expected to be small. Therefore no uncertainty is quoted for this
source.
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Hadronisation
In other mt measurements the uncertainty on the modelling of the hadronisation
is in general evaluated by comparing the two standard hadronisation algorithms,
namely pythia and herwig. In this analysis the flavour-dependent part of the
jet energy scale uncertainty considered in both the 7 and 8 TeV analyses already
includes the difference in jet response observed between pythia and herwig,
as explained in Section 3.3.4. Therefore no additional hadronisation uncertainties
need to be taken into account since this will only lead to a double-counting of this
uncertainty.

When these systematic uncertainties are combined with the measured top-quark masses
from Section 5.3.1 the final results are obtained. With 4.9 fb−1 of 7 TeV data a value of

mt = 172.89± 0.21 (stat.)± 1.34 (syst.) GeV

is obtained, while 19.7 fb−1 of 8 TeV data results in a measured top-quark mass of

mt = 172.84± 0.10 (stat.)± 1.07 (syst.) GeV.

Both results are in excellent agreement with each other and with previous mt measurements
as discussed in Section 1.2.2. The precision of the 8 TeV results is better than the 7 TeV
results, which is mainly caused by the reduced jet energy scale uncertainties at 8 TeV.

5.4 Optimisation of the top-quark mass measure-
ment

To further reduce the total uncertainty on the top-quark mass an optimisation procedure is
performed which can potentially reduce the main systematic uncertainties. Therefore the
entire 8 TeV analysis is repeated multiple times as explained in Section 5.4.1. Here the
most optimal analysis is chosen. Additional details and the complete results of the most
optimal analysis are shown in Sections 5.4.2 and 5.4.3, respectively.

5.4.1 Optimisation procedure

Since the total uncertainty on the measured top-quark mass is completely dominated by
the jet energy scale uncertainty, the optimisation focuses mainly on the reduction of this
uncertainty. It was shown in Section 3.3.4 that this jet energy scale uncertainty depends
on the reconstructed PF jet pT and η. The most straightforward option to reduce this
uncertainty is thus to tighten the kinematic criteria applied to the jets during the event
selection.

To assess which combination of criteria on the pT and η of the jets is optimal, the
analysis as explained before is repeated for every set of criteria. This includes recalculating
the shapes for backgrounds and wrong jet combinations that enter the Ideogram method,
and redoing the calibration procedure. Each time the total uncertainty is calculated from
the statistical uncertainty, the jet energy scale systematic uncertainty, and the Q2-scale
systematic uncertainty; since these are the leading uncertainties. Finally the combination
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of criteria with the smallest total uncertainty is chosen and the remaining systematic un-
certainties are evaluated for this set of jet criteria.

The results for the different combination of jet selection criteria are shown in Table 5.5.
As expected a clear reduction of the jet energy scale uncertainty is seen when going to

Estimated uncertainty on mt (GeV)

Jet selection Ntt̄ Data result JES Q2-scale Total

pT > 30GeV, |η| < 2.4 256860 172.84 ± 0.10 0.83 ± 0.01 0.60 ± 0.10 1.03

pT > 30GeV, |η| < 1.9 212357 172.62 ± 0.10 0.79 ± 0.01 0.46 ± 0.10 0.92

pT > 40GeV, |η| < 1.9 110490 172.72 ± 0.14 0.74 ± 0.01 0.69 ± 0.14 1.00

pT > 50GeV, |η| < 1.9 51743 172.79 ± 0.20 0.78 ± 0.02 0.94 ± 0.21 1.24

pT > 30GeV, |η| < 1.3 119033 172.51 ± 0.13 0.77 ± 0.01 0.42 ± 0.13 0.89

Table 5.5: Results of the application of different kinematic selection criteria on the jets.
For each set of criteria the number of tt̄ events Ntt̄ expected from simulation is shown,
together with the result as obtained from the 8 TeV data and the statistical, the jet energy
scale, and the Q2-scale systematic uncertainty. The total uncertainty is calculated by taking
the quadratic sum of these uncertainties.

tighter jet selection criteria. When tightening the |η| criterion, a reduction of the Q2-scale
systematic uncertainty is also observed. However when tightening the pT criterion the Q2-
scale systematic increases significantly, therefore a tighter jet pT criterion is ruled out. The
smallest total uncertainty is obtained when requiring at least four jets with pT > 30 GeV
within |η| < 1.3. More details about this most optimal analysis are given below.

5.4.2 Ideogram shapes and calibration curves of the most opti-
mal analysis

The fitted top-quark mass distributions of background events and wrong jet combinations
depend strongly on the kinematic selection applied to the jets. These shapes need therefore
to be re-estimated for every set of kinematic requirements. This means that also the
calibration procedure needs to be reapplied because the residual biases will be different.

Like in Section 5.1.1, the fitted top-quark mass distributions of wrong jet-to-quark
assignments are fitted with Landau functions for each of the generated top-quark masses.
Some examples of these fits are shown in Figure 5.16. In general a similar level of agreement
was obtained for the optimised analysis, as can be seen from these plots. The dependence
of the mean µ and width σ of these Landau functions is again assumed to be linear and
parametrised via the fitted line in Figure 5.17.

The shape of the fitted top-quark mass distribution of background events was also esti-
mated in the same way as explained before (Section 5.1.2). Only the dominant background
sources, W+jets and QCD multijet, were used and fitted with Landau functions. Here the
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Figure 5.16: Fitted top-quark mass distributions of wrong jet combinations for different
generated top-quark masses for the 8 TeV analysis with |ηPFjet | < 1.3. Both distributions
are fitted with a Landau function.
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Figure 5.17: Dependence of the mean µ (left) and the width σ (right) of the fitted Landau
function on the generated top-quark mass mgen

t for the 8 TeV analysis with |ηPFjet | < 1.3.
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Figure 5.18: Fitted top-quark mass distribution of background events for the 8 TeV analysis
with |ηPFjet | < 1.3. The distribution is fitted with a Landau function.

fitted Landau function provides a slightly better description of the shape compared to the
standard |ηPFjet | < 2.4 analysis.

The calibration is performed in the same way as before, by performing pseudo-experiments
with simulated events using the expected sample composition. The resulting biases and
pull widths are shown in Figure 5.19. Significant residual biases are again observed, since
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Figure 5.19: Bias on the estimated top-quark mass (left) and width of the pull distribution
(right) as a function of the generated top-quark mass for the 8 TeV analysis with |ηPFjet | <
1.3.

the method is still relying on some assumptions and simplifications. When these linear cal-
ibration curves are applied to the estimated top-quark masses the residual biases disappear
and the pull widths are also compatible with one, as shown in Figure 5.20. This bias-free
method is then applied to the data to measure the top-quark mass.
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Figure 5.20: Bias on the estimated top-quark mass (left) and width of the pull distribution
(right) after calibration as a function of the generated top-quark mass for the 8 TeV analysis
with |ηPFjet | < 1.3.

5.4.3 Results and systematic uncertainties of the most optimal
analysis

The ∆χ2
sample(x |mt) curve which is obtained by applying the optimised analysis to the 8 TeV

data is plotted in Figure 5.21, which is calculated before applying the calibration procedure.
The top-quark masses are extracted from the minimum of this curve and the calibration
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Figure 5.21: ∆χ2
sample(x |mt) curve obtained with the 8 TeV dataset for the analysis with

|ηPFjet | < 1.3.

procedure is applied. The results are shown in Table 5.6 for the different decay channels
and for the combined `+jets channel. These results are in general slightly smaller than
the results obtained with the standard analysis with |ηPFjet | < 2.4 as shown in Table 5.1.
However, these shifts are well within the jet energy scale systematic uncertainties, as can
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e+jets µ+jets `+jets

8 TeV (19.7 fb−1) 172.65 ± 0.20 GeV 172.39 ± 0.18 GeV 172.51 ± 0.13 GeV

Table 5.6: Measured top-quark masses and their statistical uncertainties in the different
decay channels and the combined `+jets channel, using the 8 TeV datasets for the analysis
with |ηPFjet | < 1.3.

be seen from the results presented below.
The evaluation of the systematic uncertainty is done in exactly the same way as explained

in Section 5.3.2. An overview of all the systematic uncertainties is shown in Table 5.7. These

Source Estimated effect on mt (MeV)

Jet energy scale 771 ± 7

Jet energy resolution 31 ± 7

b-tagging efficiency 18 ± 4

Pileup 18.5 ± 0.2

Signal fraction 266 ± 2

Background composition 38.1 ± 0.3

Method calibration 23 ± 36

Parton distribution functions 159 ± 2

Q2-scale; initial- and final-state radiation 420 ± 125

ME-PS matching threshold 205 ± 124

Colour reconnection 34 ± 77

Underlying event 60 ± 124

Total 967

Table 5.7: Overview of the systematic uncertainties on mt as measured by the 8 TeV
analysis with |ηPFjet | < 1.3. For each contribution the larger among the estimated shift and
its statistical uncertainty is quoted, as indicated by the bold script.

results have a significant reduction of the total uncertainty compared to the 8 TeV results
with |ηPFjet | < 2.4 from Table 5.2. This is mainly caused by the smaller jet energy scale and
Q2-scale systematic uncertainties, which are the result of the tighter |ηPFjet | requirement.
The breakdown of the systematic uncertainties on the background composition and the
underlying event modelling is shown in Tables 5.8 and 5.9, respectively. In general a slight
reduction is observed on the systematic uncertainties sensitive to the different backgrounds,
since the background fraction is decreased when going to |ηPFjet | < 1.3. No large changes
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Background Effect on mt (MeV)

W+jets (±30%) 7.2 ± 0.2

Z/γ∗+jets (±30%) 2.35 ± 0.02

Single top t-channel (±30%) 0.88 ± 0.01

Single top tW -channel (±30%) 21.3 ± 0.2

QCD multijet (±50%) 30.6 ± 0.1

Total 38.1 ± 0.3

Table 5.8: Overview of the subcomponents of the background composition systematic
uncertainty for the 8 TeV analysis with |ηPFjet | < 1.3. The total uncertainty is calculated
as the quadratic sum of all individual components.

pythia tune Effect on mt (MeV)

Tune P11 vs. tune P11TeV 59 ± 88

Tune P11 vs. tune P11mpiHi 5 ± 88

Total 60 ± 124

Table 5.9: Overview of the subcomponents of the underlying event systematic uncertainty
for the 8 TeV analysis with |ηPFjet | < 1.3. The total is calculated as the quadratic sum of
the individual components.
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in the theoretical systematic uncertainties are observed, except the decrease of the Q2-scale
uncertainty.

The combination of these systematic uncertainties with the results obtained in 19.7 fb−1

of 8 TeV data results in a measured top-quark mass of

mt = 172.51± 0.13 (stat.)± 0.97 (syst.) GeV.

This result is in agreement with previous mt measurements as discussed in Section 1.2.2.
The total uncertainty is reduced by about 9% by going from |ηPFjet | < 2.4 to |ηPFjet | < 1.3.

5.5 Binned measurement of the top-quark mass

To study the description of the top-quark mass observable as measured with the Ideogram
method in various regions of phase-space, a measurement of this quantity in bins of different
kinematic variables is performed. These results can then be compared to the various simu-
lated tt̄ samples with modified underlying-event tunes or different generator-level settings
like the amount of initial- and final-state radiation or the matching thresholds.

This measurement is performed with the same events as used for the most optimal
measurement discussed in Section 5.4, which has kinematic requirements on the jets of
pT > 30 GeV and |η| < 1.3. Instead of using all jet combinations in an event and assigning
them the weights from Equation 5.5, only the jet combination with the highest weight is
used and all kinematic quantities are calculated from this particular jet combination. This
also means that new Ideogram shapes and new calibration curves need to be calculated,
as discussed in Section 5.5.1. The final results in bins of different kinematic quantities are
presented in Section 5.5.2.

5.5.1 Ideogram shapes and calibration curves

The wrong-jet-combination and background shapes are determined as before. The fitted
top-quark mass distributions of wrong jet combinations, together with the Landau functions
which are fitted to these distributions, are shown in Figure 5.22 for two different generated
top-quark masses. The dependence of the mean µ and the width σ on the generated top-
quark mass is plotted in Figure 5.23. A linear behaviour is again observed and the fitted
lines are used as a parametrisation of the linear dependence of µ and σ on the generated
top-quark mass. The background shape used in the Ideogram method is also estimated
in the same way, by fitting a Landau function to the fitted top-quark mass distribution of
the main backgrounds: W+jets and QCD multijet events. This is shown in Figure 5.24.
In general a reasonable description of all distributions by the fitted Landau functions is
observed.

The biases and the widths of the pull distributions are estimated as before with pseudo-
experiments and are plotted in Figure 5.25. A reduction of the biases and an increase in
the width of the pull distributions is observed when compared to the calibration curves in
Figure 5.19 where all jet combinations are used. Figure 5.26 shows that the calibration
procedure is still able to correct the statistical uncertainties for these large observed pull
widths. This figure also shows that no residual biases are present.
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Figure 5.22: Fitted top-quark mass distributions of wrong jet combinations for different
generated top-quark masses for the 8 TeV analysis with |ηPFjet | < 1.3, using only the
highest-weight jet combination per event. Both distributions are fitted with a Landau
function.
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Figure 5.23: Dependence of the mean µ (left) and the width σ (right) of the fitted Landau
function on the generated top-quark mass mgen

t for the 8 TeV analysis with |ηPFjet | < 1.3,
using only the highest-weight jet combination per event.



116 CHAPTER 5: Top-quark mass measurement with the Ideogram method

 (GeV)Fit
tm

50 100 150 200 250 300 350 400 450 500

S
um

 o
f w

ei
gh

ts

0

100

200

300

400

500
 = 8 TeVs

W+jets and QCD multijet

Figure 5.24: Fitted top-quark mass distribution of background events for the 8 TeV anal-
ysis with |ηPFjet | < 1.3, using only the highest-weight jet combination per event. The
distribution is fitted with a Landau function.
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Figure 5.25: Bias on the estimated top-quark mass (left) and width of the pull distribution
(right) as a function of the generated top-quark mass for the 8 TeV analysis with |ηPFjet | <
1.3, using only the highest-weight jet combination per event.
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Figure 5.26: Bias on the estimated top-quark mass (left) and width of the pull distribution
(right) after calibration as a function of the generated top-quark mass for the 8 TeV analysis
with |ηPFjet | < 1.3, using only the highest-weight jet combination per event.

5.5.2 Results in bins of several kinematic variables

To obtain the final results the calibrated method explained in the previous section is applied
to the data in bins of several kinematic variables. The choice of the binning was based on
the requirement to have as many bins as possible, but with a statistical uncertainty on the
measured top-quark mass in each bin below the total systematic uncertainty of ∼ 1 GeV.
In every bin the quantity mt − 〈mt〉 is plotted instead of the measured top-quark mass mt ,
where 〈mt〉 is the result of the inclusive measurement on the entire sample. This removes
the constant shifts in mt as expected due to the different systematic uncertainties and
allows an easier comparison between the data and the different theoretical predictions.

Together with the statistical uncertainty, the systematic uncertainties on mt − 〈mt〉
related to the detector modelling and the backgrounds are also evaluated in each bin and are
added in quadrature to the statistical uncertainties. The systematic uncertainties taken into
account are the uncertainties related to the jet energy scale, the jet energy resolution, the
b-tagging efficiency, additional pileup interactions, the signal fraction, and the background
composition. These are evaluated in each bin in exactly the same way as explained before
for the inclusive top-quark mass measurement.

The measured top-quark masses and their corresponding uncertainties are compared to
the nominal tune Z2∗ different and to theoretical predictions, which correspond to variations
in the Q2-scale and the matching threshold, and variations in the underlying event and
colour reconnection via the different P11 tunes. For each of these theoretical curves the
same quantity mt − 〈mt〉 is estimated in each bin with the Ideogram method taking the
relevant background into account, together with its statistical uncertainty which reflects
the limited size of the simulated event samples.

The top-quark mass measured in bins of two global event variables, the missing trans-
verse energy E/T and the scalar sum of the pT of all selected jets HT , is shown in Figures 5.27
and 5.28. The measurement in bins of E/T shows a good agreement between the data
and all theoretical predictions. In the measurement in bins of HT a good agreement is also
observed, except for the Q2-scale down variation which is slightly disfavoured by the data
in the HT region between 330 and 410 GeV.
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Figure 5.27: Measured top-quark mass as a function of the missing transverse energy,
comparing the data with the Q2-scale and matching variations (left), and with different
pythia tune variations (right).
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Figure 5.28: Measured top-quark mass as a function of the scalar sum of the pT of all
selected jets, comparing the data with the Q2-scale and matching variations (left), and
with different pythia tune variations (right).
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Figures 5.29 and 5.30 show the measured top-quark mass in bins of the number of
selected jets and the number of b-tagged jets, respectively. In general a good agreement
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Figure 5.29: Measured top-quark mass as a function of the the number of selected jets,
comparing the data with the Q2-scale and matching variations (left), and with different
pythia tune variations (right).
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Figure 5.30: Measured top-quark mass as a function of the number of b-tagged jets,
comparing the data with the Q2-scale and matching variations (left), and with different
pythia tune variations (right).

between the data and the different theoretical curves is observed for both variables, ex-
cept for event with 6 selected jets where the data is in disagreement with all theoretical
predictions.

The measurement is also performed in bins of the kinematic properties of the tt̄ system.
The tt̄ system is defined in this case by combining the four-momenta of the 4 leading jets
in every event with that of the isolated lepton and with the energy and momentum of the
neutrino. The px and py of the neutrino are taken to be equal to the x and y components
of the missing transverse energy E/T , while the pz component is calculated by imposing the
mass of the W -boson as a constraint via m2

W = (E` + Eν)2 − (~p` + ~pν)2. The top-quark
mass measurements in bins of the mass and transverse momentum of the tt̄ system are
shown in Figures 5.31 and 5.32. A good description of the data by most of the theoretical
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Figure 5.31: Measured top-quark mass as a function of the invariant mass of the tt̄ system,
comparing the data with the Q2-scale and matching variations (left), and with different
pythia tune variations (right).
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Figure 5.32: Measured top-quark mass as a function of the pT of the tt̄ system, comparing
the data with the Q2-scale and matching variations (left), and with different pythia tune
variations (right).
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predictions is found for both variables, except at high mtt̄ . Here some differences between
the theoretical predictions are visible and the data is not in agreement with the Q2-scale
down and matching threshold up variations. In this region smaller disagreements are also
observed between the data and the P11TeV and P11mpiHi pythia tunes.

In Figures 5.33 and 5.34 the measured top-quark mass is shown in bins of the pT and
|η| of the hadronic top quark, which is defined via the combination of three jets with the
highest weight as used in the Ideogram method for these binned measurements. A good
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Figure 5.33: Measured top-quark mass as a function of the pT of the hadronic top quark,
comparing the data with the Q2-scale and matching variations (left), and with different
pythia tune variations (right).
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Figure 5.34: Measured top-quark mass as a function of the pseudorapidity of the hadronic
top quark, comparing the data with the Q2-scale and matching variations (left), and with
different pythia tune variations (right).

agreement between the measured top-quark masses in data and the theoretical predictions
is found.

The dependence of the top-quark mass on the transverse momentum and pseudorapidity
of the hadronic b jet of the jet combination with the highest weight is shown in Figures 5.35
and 5.36. Good agreement is again observed between the data and the different theoretical
curves. Except at very high transverse momentum of the hadronic b-jet, where the data
disfavours the Q2-scale down variation.
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Figure 5.35: Measured top-quark mass as a function of the pT of the hadronic b jet,
comparing the data with the Q2-scale and matching variations (left), and with different
pythia tune variations (right).
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Figure 5.36: Measured top-quark mass as a function of the pseudorapidity of the hadronic b
jet, comparing the data with the Q2-scale and matching variations (left), and with different
pythia tune variations (right).
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Finally the top-quark mass is measured in bins of the ∆R distances between the decay
products of the hadronic top quark. Figure 5.37 shows the top-quark mass in bins of the
smallest ∆R distance between any of the two light jets and the hadronic b jet, while in
Figure 5.38 the measurement in bins of the∆R distance between the two light jets is plotted.
In most bins a good agreement between the data and the theoretical curves is observed. At
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Figure 5.37: Measured top-quark mass as a function of the smallest ∆R distance between
the hadronic b jet and one of the two light jets, comparing the data with the Q2-scale and
matching variations (left), and with different pythia tune variations (right).
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Figure 5.38: Measured top-quark mass as a function of the ∆R distance between the two
light jets, comparing the data with the Q2-scale and matching variations (left), and with
different pythia tune variations (right).

high values of the smallest ∆R distance between any of the two light jets and the hadronic
b jet some disagreement between the data and the predictions is observed. Here the largest
disagreement occurs between the data and both matching threshold variations and the Q2-
scale down variation in the 1.9 – 2.1 bin. Significant disagreement is also observed at low
values of the ∆R distance between the two light jets, mainly in the 1.1 – 1.3 bin. Here a
clear disagreement with both matching variations and with the P11noCR pythia tune is
observed.
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Chapter 6

Measurement of the mass difference
between the top and the antitop
quark

The CPT symmetry of a quantum field theory like the Standard Model can be experimen-
tally verified by measuring the difference in mass between a particle and its corresponding
antiparticle, as discussed in Section 1.1.4. Most quarks cannot be observed as free quarks,
since they carry colour charge and hadronise into colourless particles before decaying, mean-
ing that a direct measurement of this mass difference is not possible. The lone exception
is the top quark, which due to its short lifetime decays before hadronisation can take place.
Therefore top quarks are used to measure this mass difference (∆mt = mt − mt̄), which
serves a test of CPT symmetry.

The mass difference between the top quark and its antiquark was measured previously
by other experiments, as presented in Section 1.2.2, and showed no significant deviation
from zero. In this thesis both the 7 and 8 TeV datasets collected by the CMS experiment
are used to measured this quantity, by using a technique based on the Ideogram method as
explained in Section 6.1. The results obtained with this method when applied to the data
are presented in Section 6.2 and the corresponding systematic uncertainties are discussed
in Section 6.3.

6.1 Procedure to measure the top-antitop mass dif-
ference

The Ideogram method, which was used in Chapter 5 to measure the top-quark mass, is also
used here to measure the mass difference between the top and the antitop quark using the
measurement technique discussed in Section 6.1.1. The closure and residual biases of this
method were also checked and will be discussed in Section 6.1.2.

6.1.1 Measuring ∆mt with the Ideogram method

This measurement starts from exactly the same event selection as presented in Chapter 4.
However, the entire dataset is split via the lepton charge into `− and `+ samples. The
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`−+jets sample will contain mainly hadronically decaying top quarks (t t̄ → bW+ b̄W− →
bqq̄′ b̄`−ν`), while the `++jets sample will consist mainly of hadronically decaying antitop
quarks (t t̄ → bW+ b̄W− → b`+ν̄` b̄q̄q′). For each event category the mass of the
hadronically decaying top or antitop quark is measured, from which the mass difference is
obtained via

∆mt = m`− −m`+ . (6.1)

Here m`− and m`+ are the top-quark masses as measured in the `−+jets and `++jets sam-
ples, respectively. The statistical uncertainty on ∆mt is calculated by taking the quadratic
sum of the statistical uncertainties on the individual m`− and m`+ measurements.

The individual top-quark masses in the `−+jets and `++jets samples, m`− and m`+ , are
measured with the same method as used for the top-quark mass measurement in Chapter 5.
Exactly the same kinematic fit is applied with theW -boson mass fixed to 80.4 GeV, implying
that theW+ andW− bosons are assumed to have the same mass. Their mass difference has
been measured to be compatible with zero within an accuracy of 0.6 GeV [9]. The output
of the kinematic fit of all jet combinations passing the standard selection requirements from
Section 4.2.2 is again used as input to the Ideogram method.

This Ideogram method is applied separately to both the `−+jets and `++jets data
samples to obtain the mass of the hadronically decaying top quarks in each sample, m`− and
m`+ . Exactly the same method as for the top-quark mass measurement is used, hence also
the same parametrisations and inclusive `+jets calibration curves as discussed in Sections 5.1
and 5.2. The performance of this approach in measuring a possible mass difference between
the top and the antitop quark will be discussed below.

6.1.2 Performance of the method

Since identical parametrisations and calibration curves as for the top-quark mass measure-
ment are used to estimate both the m`− and m`+ masses, the residual biases on both masses
need to be studied. Therefore the standard calibration procedure with pseudo-experiments
is used to estimate the biases and the widths of the pull distribution after the application
of the inclusive `+jets calibration.

The residual biases and pull widths after calibration are shown separately for `++jets
and `−+jets events in Figures 6.1 and 6.2 for the 7 and 8 TeV analyses, respectively. From
the upper plots in these figures it is clear that no statistically significant residual biases or
residual slopes exist in the separate m`− and m`+ measurements after the inclusive `+jets
calibration, for both the 7 and the 8 TeV analyses. This means that the inclusive ` + jets
calibration can be safely applied to both `−+jets and `++jets events. All pull distribution
widths are also compatible with one, meaning that the statistical uncertainties on both
masses are properly estimated.

An additional cross-check of the method is conducted where the measured difference in
mass between the top and the antitop quark is compared to the mass difference at generator
level. In principle this can be performed by generating several additional tt̄ samples, where
each sample has a certain generator-level difference in mass between the top and antitop
quark. An easier option which does not involve the generation of additional samples is to
use a tt̄ sample where the top quarks are generated with a non-zero mass width, as shown
in the left plot of Figure 6.3 for the nominal 8 TeV tt̄ sample used in this thesis. In such
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Figure 6.1: Bias on the estimated top-quark mass (top) and width of the pull distribution
(bottom) as a function of the generated top quark mass with the 7 TeV analysis, using
`++jets events (left) and `−+jets events (right) after the inclusive `+jets calibration from
Figure 5.8.
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Figure 6.2: Bias on the estimated top-quark mass (top) and width of the pull distribution
(bottom) as a function of the generated top quark mass with the 8 TeV analysis, using
`++jets events (left) and `−+jets events (right) after the inclusive `+jets calibration from
Figure 5.9.
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Figure 6.3: Distributions of the generated top-quark mass (left) and the generator-level
mass difference between the top and the antitop quark (right) for tt̄ `+jets events at
8 TeV.
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a sample the top and antitop quarks can already have a generator-level mass difference,
as shown for the nominal 8 TeV tt̄ sample in the left plot of Figure 6.3. This plot clearly
shows that large enough mass differences are present at generator level.

The difference in mass between the top and the antitop quark is then measured in several
bins of the generator-level mass difference using the method explained before and taking
the standard backgrounds into account. The resulting dependence of the measured ∆mt
on the generated ∆mt is plotted in Figure 6.4. This clearly shows that no residual biases
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Figure 6.4: Measured ∆mt as a function of the generator-level ∆mt . The χ2/ndf value is
calculated with respect to the blue curve, which corresponds to the case where the measured
∆mt is equal to the generator-level ∆mt .

are present in the method since a reasonable χ2/ndf of the measured points with respect
to the blue curve is obtained, which corresponds to the case where the measured ∆mt is
equal to the generator-level ∆mt . The generated mass width in the 7 TeV tt̄ samples is
equal to zero, therefore this cross-check can only be performed for the 8 TeV analysis.

6.2 Results on data

Since the method is free of any residual biases it can be applied to both the 7 and 8 TeV
datasets. The resulting ∆χ2

sample(x |mt) curves are plotted in Figures 6.5 and 6.6 for the
`−+jets and `++jets samples. From the minima of these curves the top-quark masses
and the corresponding statistical uncertainties in the `−+jets and `++jets channels are
estimated. The inclusive `+jets calibration procedure is applied and the resulting difference
in mass between the top and the antitop quark is calculated, as shown in Table 6.1.

Like in the top-quark mass measurement a good agreement between the 7 and the 8 TeV
results is found within statistical uncertainties. The separate ∆mt results in the e+jets and
µ+jets channels are also compatible. The µ+jets channel tends to give slightly higher ∆mt
values, but this is not significant when the statistical uncertainties are taken into account.
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e+jets µ+jets `+jets

7 TeV (4.9 fb−1) -763 ± 635 MeV 376 ± 560 MeV -106 ± 420 MeV

8 TeV (19.7 fb−1) -189 ± 285 MeV -133 ± 258 MeV -155 ± 191 MeV

Table 6.1: Measured mass differences between the top and the antitop quark and their
statistical uncertainties in the different decay channels and the combined `+jets channel,
using the 7 and 8 TeV datasets.

All measured values are also compatible with the CPT hypothesis of ∆mt = 0, even without
taking systematic uncertainties into account.

6.3 Systematic uncertainties

Many of the systematic uncertainties that affect the top-quark mass measurement as dis-
cussed in Section 5.3.2 have a significantly reduced impact in the measurement of the mass
difference since they alter the top and antitop quarks in the same way. Some of these sys-
tematic uncertainties related to the modelling of the physical processes are not expected to
affect the ∆mt measurement, thus they are not considered in this analysis. These include
the uncertainties on the modelling of hadronisation, the underlying event, colour reconnec-
tion, Q2-scale and initial- and final-state radiation, and the matching between the matrix
element and the parton showers.

The remaining effects which were considered in the top-quark mass measurement are
included, together with some additional sources which are potentially relevant for the ∆mt
measurement such as lepton-charge identification and a possible difference in jet energy
response between b and b̄ jets. An overview of all the systematic effects considered in this
analysis is given in Table 6.3. These numbers are the maximal observed shifts when the
systematic effect is varied by ±1 standard deviation in simulation. The corresponding sta-
tistical uncertainties on these shifts are calculated using the Jackknife method, as explained
in Section 5.3.2.

The statistical significance of the observed shift in ∆mt is sometimes small. Therefore
the observed shift is quoted as systematic uncertainty when it is larger than the statistical
uncertainty and otherwise just the statistical uncertainty is quoted, as indicated by the
bold script in the table. The total systematic uncertainty is calculated via the quadratic
sum of the values quoted for each source. The evaluation of all these systematic effects is
explained below, together with some potential additional sources, such as the uncertainty
on the modelling of the trigger and on the assignment of the lepton charge.

Jet energy scale
Top and antitop quarks are produced at the LHC with slightly different rapidity
distributions, therefore the η-dependence of the jet energy scale uncertainty can
lead to an effect on ∆mt . This is evaluated by scaling the energy of all jets in
simulation up/down within the pT - and η-dependent uncertainties from Figures 3.11
and 3.12.
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Estimated effect on ∆mt (MeV)

Source 7 TeV 8 TeV

Jet energy scale 11 ± 12 14 ± 11

b vs. b̄ jet response 50 ± 1 51 ± 1

Jet energy resolution 30 ± 10 10 ± 11

b-tagging efficiency 42 ± 8 24 ± 7

b vs. b̄ tagging efficiency 49 ± 6 11 ± 7

Pileup 5.3 ± 0.2 9.1 ± 0.3

Signal fraction 49 ± 1 27 ± 2

Background composition 8 ± 1 28 ± 1

Background charge asymmetry 9.21 ± 0.02 11.86 ± 0.03

Method calibration 82 ± 48 3 ± 53

Parton distribution functions 7 ± 3 9 ± 3

Total 131 91

Table 6.2: Overview of the systematic uncertainties on ∆mt. For each contribution the
larger among the estimated shift and its statistical uncertainty is quoted, as indicated by
the bold script.

b vs. b̄ jet response
Since a difference in jet response between b and b̄ jets can introduce a bias in this
measurement, a dedicated study of this possible response difference was performed.
The ET of the reconstructed PF jets was compared with the original parton ET in
two simulated tt̄ samples: the nominal sample which was generated with Mad-
Graph and showered with pythia, and a tt̄ sample which was generated with
mc@nlo and showered with herwig. After the application of the L5L7 jet energy
corrections from Section 4.2.1 the ratio of b to b̄ jet response was measured in
both samples in several bins of the transverse momentum of the PF jet. Finally,
the difference between both response ratios was calculated as shown in Figure 6.7.
The observed differences are in general compatible with or close to zero. Also the
average difference, which is estimated by fitting a horizontal line to all the points,
is close to zero.

In the 8 TeV analysis both the pT -dependent difference and the average differ-
ence of 0.0779± 0.0396% are propagated, resulting in ∆mt shifts of 38± 1 MeV
and 51± 1 MeV, respectively. The propagation of the average difference results in
the largest shift, which is quoted a systematic uncertainty. In the 7 TeV analysis
the same average difference of 0.0779± 0.0396% is propagated to ∆mt , since this
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Figure 6.7: Difference between MadGraph+pythia and mc@nlo+herwig of the b
to b̄ jet ET response in simulated tt̄ events at 8 TeV. The red horizontal line is fitted to
all the points.

difference in jet response is not expected to depend on the centre-of-mass energy.

Jet energy resolution
To evaluate this uncertainty, the energy of each jet in simulation was smeared
up/down within the jet energy resolution uncertainties shown in Figure 3.13. These
uncertainties are |η|-dependent, so a residual effect on ∆mt is possible since signal
and background have different pseudorapidity distributions.

b-tagging efficiency and b vs. b̄ tagging efficiency
The Ideogram method as used for this analysis utilises the b-tagging assignments in
each event, so a possible mismodelling in simulation of the b-tagging efficiency can
bias the measurement. The impact of this mismodelling is quantified by changing
the b-tagging efficiency in simulation via the variation of the threshold on the b-tag
discriminator.

The b-tagging efficiency systematic uncertainty is estimated by introducing
absolute b-tagging efficiency changes of ±1.9% and ±1.2% in the 7 and the 8 TeV
analyses, respectively. These numbers correspond to the uncertainties quoted on
the b-tag efficiencies in Section 3.3.5. For the b vs. b̄ tagging efficiency different
working points for the `−+jets and `++jets samples are used, yielding an absolute
difference in b-tagging efficiency between both samples of 1.9% and 1.2% in the 7
and the 8 TeV analyses.

Pileup
The effect of pileup on the ∆mt measurement is estimated in the same way as for
the top-quark mass measurement. The mean number of interactions is changed
in simulation by ±5% for the 7 TeV analysis and by ±6% for the 8 TeV analysis.
The dependence of the measurement on the primary vertex multiplicity is again
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small, as shown in Figure 6.8. The χ2/ndf values show that the results are largely
independent from the primary vertex multiplicity.
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Figure 6.8: Dependence of the mass difference between the top and the antitop quark on
the number of primary vertices in data and simulation for the 7 TeV (left) and 8 TeV (right)
analyses. The χ2/ndf value is calculated for the data with respect to the blue curve, which
corresponds to ∆mt = 0.

Signal fraction
The `−+jets and `++jets sample have a different signal fraction, which means that
a change in the global signal fraction can influence each sample in a different way.
The systematic uncertainty is estimated by varying the signal fraction in simulation
by a relative ±10% in both analyses.

Background composition
Possible residual effects due to the background composition are evaluated by scaling
each background up and down, but keeping the signal fraction fixed. Like in the
top-quark mass measurement, the W+jets, Z/γ∗+jets, single top t-channel and
single top tW -channel backgrounds are each scaled independently by a relative
±30% while the QCD multijet background in the 8 TeV analysis is scaled by a
relative ±50%. The ∆mt shifts observed when separately scaling each background
source are listed in Table 6.3.

Background charge asymmetry
A difference in the charge asymmetry of the backgrounds leads to different back-
ground levels and to a different background composition in the `−+jets and `++jets
samples, which can bias the ∆mt measurement. The inclusive W+/W− ratio at
7 and 8 TeV is in agreement with theoretical predictions within precisions of 3.5%
and 2%, respectively [130, 131], but since this ratio depends on the number of jets
conservative uncertainties of 7% and 4% are used. The systematic uncertainty is
estimated by varying W+ and W− events in opposite directions, thereby affecting
the W+/W− ratio.

The W+jets background contains non-negligible contributions from W+cc̄
and W+bb̄ events, whose relative W+ to W− ratio is affected by larger uncer-
tainties. Therefore a relative ±20% change in this ratio is applied separately for
W+cc̄ and W+bb̄ events.
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Effect on ∆mt (MeV)

Background 7 TeV 8 TeV

W+jets (±30%) 3.6 ± 0.5 1.3 ± 0.3

Z/γ∗+jets (±30%) 0.87 ± 0.04 1.99 ± 0.03

Single top t-channel (±30%) 1.60 ± 0.03 6.9 ± 0.1

Single top tW -channel (±30%) 7.3 ± 0.3 1.4 ± 0.3

QCD multijet (±50%) / 26.8 ± 0.3

Total 8 ± 1 28 ± 1

Table 6.3: Overview of the subcomponents of the background composition systematic
uncertainty. The total uncertainty is calculated as the quadratic sum of all individual
components.

Single top quarks produced via the t-channel also posses a charge asymmetry,
which was measured at 7 and 8 TeV with relative precisions of 13% and 15%,
respectively [52, 53]. This charge asymmetry was changed in simulation by a
relative ±15%.

An overview of all the individual ∆mt shifts is shown in Table 6.4. In general
the systematic uncertainties estimated at 7 TeV are slightly smaller than at 8 TeV.
This is caused by the slightly smaller charge asymmetry in the 7 TeV dataset, as
observed when comparing Tables 4.2 and 4.3.

Effect on ∆mt (MeV)

Background 7 TeV 8 TeV

W+/W− (±7% or ±4%) 3.22 ± 0.01 3.72 ± 0.01

W+cc/W−cc (±20%) 8.12 ± 0.01 9.05 ± 0.02

W+bb/W−bb (±20%) 0.06 ± 0.01 5.83 ± 0.02

Single top t-channel t/t̄ (±15%) 2.94 ± 0.01 3.298 ± 0.005

Total 9.21 ± 0.02 11.86 ± 0.03

Table 6.4: Overview of the subcomponents of the background charge-asymmetry systematic
uncertainty. The total is calculated as the quadratic sum of all individual components.

Method calibration
The calibration procedure is limited in precision by the statistics of the simulated
event samples. Therefore, like in the mt analysis, the residual bias after calibration
is calculated with the nominal event samples (with mt = 172.5 GeV) and quoted
as systematic uncertainty.
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Parton distribution functions
The uncertainty on the parton distribution functions (PDF) can affect the ∆mt

measurement in multiple ways. The PDFs determine, for example, the difference
in production of W+ and W− events. The CTEQ PDFs which were used to gen-
erate the simulated event samples are described by 22 independent parameters, as
explained in Section 3.1.1. The up and down variation of each of these parameters
results in 44 accompanying PDF up/down possibilities. The nominal simulated
event sample is reweighted according to the deviation of each PDF from its original
form. The sum of the larger shift (up or down) for each change in PDF is taken in
quadrature to define the combined PDF uncertainty.

Lepton charge misassignment
A misassignment of the lepton charge can affect the calibration and can also lead to
a dilution of the measurement. The charge misassignment probabilities for muons
and electrons were measured in data and are smaller than 0.1% and 0.4%, respec-
tively, as discussed in Sections 3.3.1 and 3.3.2. This means that the systematic
uncertainty from charge misassignment is below 1% of the measured ∆mt value,
which is negligible and therefore ignored.

Trigger
The trigger requires either the presence of an isolated lepton and at least three
jets with pT > 30 GeV, or only the presence of an isolated lepton. The lepton is
not used in the mass reconstruction, so no systematic effect is expected from any
mismodelling of the lepton trigger efficiency or pT threshold. The requirement of
three jets with pT > 30 GeV in the 7 TeV trigger is highly efficient for events with 4
jets with pT > 30 GeV. Any effect on kinematic distributions of the jets in selected
events is thus expected to be small and should affect the top and antitop quarks
in a similar way. Therefore no uncertainty needs to be quoted.

The combination of these systematic uncertainties with the ∆mt values measured in
data from Section 6.2 gives a ∆mt result of

∆mt = −106± 420 (stat.)± 131 (syst.) MeV

at 7 TeV and of
∆mt = −155± 191 (stat.)± 91 (syst.) MeV

at 8 TeV. These are both compatible with the hypothesis of CPT symmetry, which predicts
no difference in mass between the top and the antitop quark.



Chapter 7

Conclusions

The discovery of the top quark in 1995 by the CDF and DØ experiments opened the quest
for the precise measurement of its mass and several other properties. At the LHC the
high luminosity and the large tt̄ production cross-section result in a gigantic number of
top-quark pairs. This allows a more detailed study of the different aspects of the top quark
to further test the Standard Model. One of the most important properties of the top quark
is its mass, which is one of the main input parameters to the global electroweak fits which
test the global consistency of the Standard Model, as explained in Section 1.2.3.

In this thesis a detailed study of the mass of the top quark was conducted based on
`+jets tt̄ events produced during the 2011 and 2012 LHC run and recorded by the CMS
experiment at centre-of-mass energies of 7 and 8 TeV. This entire study was performed with
the Ideogram method and resulted in a very precise measurement of the top-quark mass,
of the kinematic dependence of the top-quark mass estimator, and of the mass difference
between the top and the antitop quark.

In Section 7.1 an overview of the main results of the top-quark mass measurements
obtained in this thesis is given, together with a discussion of the interpretation. Some
perspectives on further improvements of the precision are also presented. The final results
of the measurement of the mass difference between the top and the antitop is reviewed
in Section 7.2, together with the precision which can be expected once the LHC starts
delivering collisions at a centre-of-mass energy of 13 TeV.

7.1 Measurement of the top-quark mass and its kine-
matic dependence

7.1.1 Inclusive top-quark mass measurement

The hadronic top-quark decay t → bqq̄′ in `+jets tt̄ events is used within this thesis to
estimate the mass of the top quark. Via the combination of a kinematic fit and the Ideogram
method as explained in Section 5.1 a robust top-quark mass estimator was constructed
and applied to both the 7 and 8 TeV datasets. Together with the low jet energy scale
uncertainty, which was achieved for the 8 TeV dataset as discussed in Section 3.3.4, a
precise measurement of the top-quark mass is made possible. This measurement was
further improved by tightening the pT - and |η|-constraints applied on the jets in the event

137
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selection. The most optimal kinematic constraints on the jets, pT > 30 GeV and |η| < 1.3,
results in a measured top-quark mass of

mt = 172.51± 0.13 (stat.)± 0.97 (syst.) GeV = 172.51± 0.98 GeV,

which is the first single measurement of the top-quark mass with a total uncertainty below
1 GeV.

In Figure 7.1 this measurement is compared to the most precise measurements from
the ATLAS, CMS and Tevatron experiments. The top-quark mass measured in this thesis
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Figure 7.1: Comparison between the top-quark mass measured in this thesis and the most
precise measurements performed by the ATLAS, CMS and Tevatron experiments.

is in good agreement with previous measurements when the uncertainties are taken into
account. It has a total uncertainty of 0.98 GeV, which corresponds to a relative precision of
0.57%. The most precise measurements from ATLAS and CMS have relative precisions of
0.90% and 0.58%, respectively, and the most precise Tevatron measurement has a relative
precision of 0.50%. This clearly shows the very good precision of the top-quark mass results
obtained here.

An important aspect to take into account in this comparison is the fact that these other
results were estimated via a combined measurement of the top-quark mass and the jet
energy scale (using the known W -boson mass). This means that they have a significantly
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reduced jet energy scale systematic uncertainty, but this combined measurements results in
higher systematic uncertainties due to colour reconnection and other theoretical modelling
uncertainties. The different sensitivity to the various systematic uncertainties of the result
obtained in this thesis with respect to the other measurements means that a future combi-
nation of all these measurements can result in a significantly reduced total uncertainty on
the top-quark mass.

Perspectives

The total uncertainty on the measured top-quark mass is completely dominated by two
systematic uncertainties: the jet energy scale uncertainty, and the uncertainty on the Q2-
scale and the amount of initial- and final-state radiation. This means that for a sizeable
improvement in the total uncertainty on the top-quark mass both systematic effects need
to be reduced.

To reduce the effect of the jet energy scale on the top-quark mass only a reduction of the
jet energy scale uncertainty in the barrel part of the CMS detector needs to be considered,
since the measurement can easily be performed using only jets within the barrel as shown
in this thesis. Figure 3.12 shows that the jet energy scale uncertainty at |ηPFjet | = 0 is
dominated by the flavour-dependent and the absolute components. A reduction of the
flavour-dependent jet energy scale uncertainty can be achieved by measuring the jet energy
scale separately for jets originating from gluons, uds quarks, c quarks and b quarks. The
absolute jet energy scale uncertainty, on the other hand, consists of several components as
explained in Section 3.3.4. The uncertainty is dominated by two components, namely the
uncertainty on the combined photon and lepton reference scales and the uncertainty on the
single-particle response of the HCAL calorimeter. A reduction of the former is difficult but
could be achieved via a better calibration of the reconstructed photons and leptons, while
the latter could be reduced with a more precise measurement of the HCAL response to
isolated charged hadrons in data.

A reduction of the uncertainty on the Q2-scale and on the amount of initial- and
final-state radiation is also necessary for future improved top-quark mass measurements.
Therefore the current systematic variations of these parameters need to be compared to
measurements in data of quantities which are sensitive to additional radiation. A promising
example of such a physical quantity is the so-called gap fraction [132]. This is the fraction
of events without an additional jet above a certain pT threshold. The measurement of this
gap fraction as a function of the pT of this additional jet is shown in Figure 7.2. This clearly
shows that the current Q2-scale and ISR/FSR variations are significantly over-estimating
the effect of additional radiation. Therefore future top-quark mass measurements could
evaluate the corresponding systematic uncertainties by taking smaller variations of these
parameters in simulation, leading to a reduced systematic uncertainty.

Besides the reduction of the total uncertainty on the measured top-quark mass additional
progress on the theoretical interpretation of the measured top-quark mass is also necessary.
The standard measurement techniques, including the one applied within this thesis, measure
a top-quark mass which is defined as the input parameter mMC

t of some event generator,
but the theoretical interpretation of this parameter is highly non-trivial. This relates to the
fact that the top quark is a colour charged object. Therefore it needs to connect to other
partons via its decay products, meaning that the invariant mass of the final-state particles
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Figure 7.2: Measurement of the gap fraction, which is the fraction of events without an
additional jet above a certain pT threshold, as a function of this pT threshold [132].

detected by any experiment is not unambiguously related to the initial top quark. So an
additional understanding of these theoretical aspects is also of vital importance.

7.1.2 Binned top-quark mass measurement

The same Ideogram method was used to measure the dependence of the estimated top-
quark mass on several kinematic quantities like the kinematics of the hadronic top-quark
system or global event kinematics, as discussed in Section 5.5. In total the measurement
was performed in bins of 12 kinematic variables and a comparison between the dependence
measured in data and simulation was performed. In general a good description of the data
by the central simulated tt̄ sample is observed, which was generated with MadGraph
and showered with the Z2∗ tune of pythia.

Several theoretical variations of the central MadGraph sample were also compared
to the measurements obtained from the data. These include underlying event variations,
colour reconnection variations, variations of the Q2-scale and the initial- and final-state ra-
diation, and variations of the matching thresholds. For most theoretical curves a reasonable
agreement with the measurements performed in data is observed, except in some kinematic
regions where disagreement between the data and a few theoretical predictions is found.

In general the largest disagreements are observed with respect to the matching threshold
variations and the downwards Q2-scale variation. This observation is compatible with the
measurement of the gap fraction shown in Figure 7.2, which shows also a larger disagreement
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between the data and the downwards Q2-scale variation. In the measurement of the top-
quark mass dependence on the ∆R distance between the two light jets from the W -
boson decay a large discrepancy between the data and the pythia variation without colour
reconnection is observed.

Once the LHC starts delivering additional proton-proton collisions to its experiments,
which is expected to happen in 2015, additional data can be used to further improve these
binned measurements. They can be performed in more bins resulting in more stringent tests
of the theoretical modelling of the measured top-quark mass. With more data one should
also think about additional theoretical variations which are more realistic than simply turning
a certain effect on and off in the event generation as was done for colour reconnection.
Curves with an intermediate level of colour reconnection should also be compared to the
data.

7.2 Measurement of the mass difference between
the top and the antitop quark

A stringent test of the CPT symmetry of relativistic quantum field theories like the Standard
Model was also performed in this thesis, as discussed in Chapter 6. Therefore a measurement
of the mass difference between the top and the antitop quark was carried out and resulted
in a value of

∆mt = −155± 191 (stat.)± 91 (syst.) MeV.

This value has a total uncertainty of 212 MeV and is in agreement with the expectation from
CPT symmetry, which requires no mass difference between a particle and its antiparticle.

The precision of this result is significantly better than any of the previous measurements
as listed in Table 1.4. The main reason for this significant decrease in total uncertainty is
the large dataset which was taken by the CMS experiment in 2012, resulting in a gigantic
number of top quarks. With respect to the 7 TeV result from CMS shown in this table the
systematic uncertainty was also significantly reduced from 270 to 91 MeV. This reduction
in systematic uncertainty was mainly caused by the fact that all systematic uncertainties
in this 7 TeV result were statistically compatible with zero but with large uncertainties,
therefore the total systematic uncertainty had a large statistical component. For the new
result presented in this thesis significantly larger simulated signal and background samples
were used, resulting in more accurate estimates of the systematic uncertainties and hence
a reduction of these uncertainties. For some of these systematic uncertainties, like the jet
energy scale and the b-tagging efficiency, the increased dataset also helped towards a more
precise measurement of the corresponding uncertainties.

Perspectives

Since the total uncertainty on the ∆mt measurement is still dominated by the statistical
uncertainty, the additional collision data which is expected to be taken from 2015 onwards
at
√
s = 13 TeV will result in a significant reduction of the total uncertainty. The theoretical

tt̄ production cross-section at a centre-of-mass energy of 13 TeV is equal to σtt̄(13 TeV) =
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806 pb [29, 30], which is a factor 3.28 larger than the tt̄ production cross-section at 8 TeV:
σtt̄(8 TeV) = 246 pb.

This large increase in the tt̄ production cross section will thus lead to an even larger
number of top quarks available for analysis. Assuming a dataset of 20 fb−1 at

√
s = 13 TeV

the statistical uncertainty on ∆mt will reduce by a factor
√

3.28 from 191 MeV to 106 MeV,
resulting in a total uncertainty of 140 MeV. At this point the systematic uncertainty becomes
important so only a limited additional reduction of the total uncertainty can be achieved
by adding even more collision data.

For an improvement in the precision on ∆mt the main systematic uncertainty, namely
the b vs. b̄ jet response, needs to be reduced. This could be done with a bb̄ event sample,
where one of the two b jets contains a soft electron or muon. The charge of this soft lepton
can then be used to obtain the flavour of the jet (b or b̄) and a pT -balancing technique
can be applied to measure the difference in jet response between b and b̄ jets.
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Summary

The large tt̄ dataset which was delivered in 2011 and 2012 by the Large Hadron Collider
to the CMS experiment is used within this thesis to perform very precise measurements of
some top-quark properties. Hereby proton-proton collisions are used where a top quark pair
was produced which decayed in the `+jets channel (tt̄ → bb̄W+W− → bb̄qq̄′`ν`). The
invariant mass of the hadronically decaying top quark is estimated via the Ideogram method
which is interfaced to a kinematic fit. With this method several top-quark mass related
measurements are performed. This allows stringent tests of the Standard Model of ele-
mentary particle physics, since the top-quark mass is one of its important input parameters
which needs to be measured in data.

With 19.7 fb−1 of collision data taken at a centre-of-mass energy of 8 TeV a top-quark
mass value of

mt = 172.51± 0.13 (stat.)± 0.97 (syst.) GeV = 172.51± 0.98 GeV

was measured by using only jets with pT > 30 GeV within |η| < 1.3. This is the first top-
quark mass measurement with a total uncertainty below 1 GeV. The systematic uncertainty
on this measurement is completely dominated by two components, namely the jet energy
scale uncertainty and the uncertainty on the modelling of radiation. Compared to previous
measurements of the top-quark mass the systematic uncertainty due to colour reconnection
is significantly reduced, since no combined measurement of the top-quark mass and the jet
energy scale is performed within this thesis.

Exactly the same analysis method is also applied in bins of several kinematic quanti-
ties like for example the invariant mass of the tt̄ system, the kinematics of the hadronic
top-quark system and the ∆R distances between the decay products. In general a good
description of the kinematic dependence of the measured top quark mass on the event
kinematics is observed. Except in some kinematic regions where significant disagreements
were observed with respect to the theoretical predictions with a modified modelling of the
radiation, and with respect to theoretical predictions not including colour reconnection.

Finally the mass difference between the top and the antitop quark was also measured,
resulting in a difference of

∆mt = −155± 191 (stat.)± 91 (syst.) MeV = −155± 212 MeV.
This measurement is in excellent agreement with the expectation from CPT symmetry,
which requires no mass difference between a particle and its antiparticle. The uncertainty
on this value is still dominated by the statistical uncertainty, since the systematic effects
which influence the absolute top-quark mass measurement have a significantly reduced
impact on this mass difference because they alter the individual masses of the top and
antitop quarks in a fully correlated way.
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Samenvatting

Meting van de top-quark massa en van het verschil in
massa tussen top en antitop quarks aan de LHC

De grote tt̄ dataset die in 2011 en 2012 geproduceerd werd door de Large Hadron
Collider en gedetecteerd werd door het CMS experiment wordt in deze thesis gebruikt om
enkele zeer precieze metingen van de eigenschappen van de top quark te doen. Hiervoor
worden proton-proton botsingen gebruikt waarin een top-quark paar werd geproduceerd dat
vervalt in het `+jets kanaal (tt̄ → bb̄W+W− → bb̄qq̄′`ν`). De invariante massa van
de hadronisch vervallende top quark wordt geschat met behulp van de Ideogram methode,
die gecombineerd wordt met een kinematische fit. Met deze methode worden verschillende
top-quark massa gerelateerde metingen gedaan. Deze laten zeer precieze tests van het
Standaard Model van de elementaire deeltjesfysica toe, aangezien de top-quark massa een
van de belangrijkste parameters is die experimenteel moet worden gemeten.

Met 19.7 fb−1 aan botsingsgegevens, die werden genomen bij een energie van 8 TeV,
werd een top-quark massa waarde van

mt = 172.51± 0.13 (stat.)± 0.97 (syst.) GeV = 172.51± 0.98 GeV

gemeten. Hierbij werden enkel jets met pT > 30 GeV en |η| < 1.3 gebruikt. Dit is de eerste
meting van de top-quark massa met een totale onzekerheid die kleiner is dan 1 GeV. De
systematische onzekerheid op deze meting is volledig gedomineerd door twee componenten,
namelijk de jet energie calibratie onzekerheid en de onzekerheid op de emissie van extra
straling. Deze meting heeft een sterk gereduceerde systematische onzekerheid door de
beschrijving van colour reconnection in vergelijking met vorige metingen van de top-quark
massa, aangezien er in deze thesis geen gecombineerde meting van de top-quark massa en
de jet energie calibratie werd uitgevoerd.

Exact dezelfde methode werd ook toegepast in bins van verschillende kinematische
grootheden, zoals bijvoorbeeld de invariante massa van het tt̄ systeem, de kinematica
van het hadronische top-quark systeem en de ∆R afstand tussen de vervalproducten. In
het algemeen werd er een goede beschrijving van de kinematische afhankelijkheid van de
gemeten top-quark massa vastgesteld. Behalve in enkele kinematische regio’s waar een
significant verschil werd waargenomen ten opzichte van de theoretische voorspellingen met
een gewijzigde emissie van extra straling en ten opzichte van de theoretische voorspelling
zonder colour reconnection.

Tenslotte werd ook het massa verschil tussen de top en de antitop quark gemeten, wat
resulteerde in een verschil van

∆mt = −155± 191 (stat.)± 91 (syst.) MeV = −155± 212 MeV.
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Deze meting is in goede overeenkomst met de verwachting van CPT symmetrie, die geen
verschil in massa tussen een deeltje en zijn antideeltje toelaat. De onzekerheid op deze
waarde is nog steeds gedomineerd door de statistische onzekerheid, aangezien de meeste
systematische effecten die de meting van de top-quark massa beinvloeden een kleinere
impact hebben op dit verschil in massa. Dit is een rechtstreeks gevolg van het feit dat deze
effecten dezelfde invloed hebben op de individuele massa’s van de top en antitop quarks.
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