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Introduction

The Standard Model (SM) is a theory that explains the behavior of elementary parti-
cles and their interactions. It was developed in the 1970s and has been successful in
explaining many observations since then. Recently, an important missing piece of the
puzzle, the Brout-Englert-Higgs boson (a.k.a H boson), was discovered in 2012 by two
scientific collaborations, ATLAS and CMS, after nearly 50 years of searching. Now that
the H boson has been found, it is important to study its properties to determine if it is
the same as the one predicted by the Standard Model or if there are differences, which
would imply new physics beyond the Standard Model.

By introducing an interaction between the weak force carriers, the W and Z bosons,
and the Higgs field, the electroweak symmetry breaking mechanism allows mass to be
attributed to these force carriers. The mathematical form of this interaction is there-
fore an important prediction of the SM. This form has been already studied to some
precision using events where the H boson is produced on-shell, and decays into a VV
pair, where V denotes a W or a Z boson. Complementary information is obtained by
studying on-shell production through the vector-boson fusion mechanism, a mechanism
that is also due to the HVV interaction. Assuming the SM for the mathematical form
of the interaction, the strength of the coupling of the H boson with W and Z bosons
was measured to about 10% precision. Relaxing this assumption, constraints have also
been set on deviations from the mathematical form predicted by the SM, parametrized
by anomalous couplings.

In the present thesis, we study events where a virtual H boson is produced with a mass
much larger than its pole mass (m∗H > 220 GeV as compared to mH = 125 GeV), and
subsequently decays into a pair of Z bosons. H boson production in this mass range
is called off-shell production. There are at least three reasons why off-shell produc-
tion is interesting to measure. First, the SM predicts destructive interference between
the Higgs-boson mediated contributions and the non-Higgs-mediated contributions to
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the pp→ ZZ spectrum. The off-shell contribution of the H boson is indispensable for
the SM predictions to satisfy unitarity. Evidence for this contribution was missing un-
til the analysis described in this thesis started. Second, since new physics effects can
be expected to manifest themselves at high energies, off-shell events could be sensitive
to such effects, and bring additional information that is independent from the on-shell
events. Studies of beyond-the-standard-model (BSM) anomalous couplings have al-
ready been performed in CMS in the H→ ZZ→ 4` final state (` = electron or muon)
with the data collected in the 2016-2018 period (so-called LHC run 2, corresponding to
138fb−1 of integrated luminosity). In the present thesis, we study similar effects using
the run 2 dataset in the H→ ZZ→ 2`2ν final state. Third, under certain hypotheses, a
measurement of the H boson decay width can be deduced from the measurement of the
ratio of off-shell to on-shell production cross sections. Once the mass of the H boson
is known, the H boson width is accurately predicted in the SM. Therefore any deviation
from this prediction would indicate new physics. The method employing the ratio of
off-shell to on-shell event cross sections is the only method known so far that can reach
the precision needed in order to test the SM value of the width, around 4.1 MeV. Until
the analysis described in this thesis started, the best measurement was not very precise.
The extra sensitivity brought by off-shell events in the 2`2ν final state and the use of
the large datasets collected by CMS during LHC run 2 was expected to significantly
improve the sensitivity, which further motivated our work.

The main advantage of using the 2`2ν final state is its favourable branching fraction,
about 6 times larger than the 4` final state. To study this final state, events with 2 charged
leptons compatible with the decay of a Z boson and with a large imbalance in transverse
momentum (pmiss

T ) attributed to the neutrinos are selected. The large branching fraction
is particularly interesting when testing the vector-boson fusion (VBF) production of the
H boson. The VBF production mode is about 10 times less frequent than the gluon-
fusion (GF) mode. Using 2`2ν events significantly improves the statistical precision of
the measurements of the VBF process, in a measurement in which statistical uncertain-
ties are an important source of uncertainty on the final results. We therefore categorize
our events according to the jet multiplicity, and make use of observables sensitive to the
kinematical characteristics of vector-boson fusion production. Such a categorization re-
quires good modelling of the jet multiplicity. The modelling of the jet multiplicity in
the signals and in the interfering backgrounds is one of the aspects on which the author
of this thesis has worked.

One of the main disadvantages of the 2`2ν channel is that it is affected by instrumen-
tal background. This background is due to the pp→ Z(→ 2`)+ jet process where the
jets are mismeasured, leading to instrumental pmiss

T . This instrumental background has
two major consequences. First, it makes the on-shell production of the H boson unob-
servable in the 2`2ν final state. Therefore, in order to extract a measurement of the H
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boson width, the off-shell measurements in the 2`2ν final state have to be combined
with on-shell measurements in the 4` channel. Second, since the background is due to
tails in the measurement of all the particles in the event, it cannot be simulated reliably.
It must be measured from data. Unfortunately the control samples do not provide large
statistics in the signal region, which causes extra uncertainties. The author of this the-
sis has not been directly involved in the measurement of the instrumental background.
However, we have contributed to the design of event filters for CMS in order to reduce
the contribution from large instrumental pmiss

T .

The presentation of this thesis is organized in the following way. In chapter 1, a general
overview of the standard model is provided, with a specific emphasis on the H boson and
its interactions with the massive vector bosons, the Z and W bosons. The production
and decay of off-shell H bosons, specifically in the H→ ZZ channel are discussed,
and recent experimental results pertaining to this research are highlighted. Chapter 2
provides an overview of the Large Hadron Collider (LHC) and of the CMS detector.
In chapter 3, we provide an explanation of the methods used to reconstruct individual
particles from detector signals - muons, electrons, photons, jets and missing transverse
momentum - as well as the particle identification criteria applied in this search. The
pmiss

T reconstruction and calibration, and also the performance of pmiss
T algorithms and

pmiss
T filters (a.k.a MET filters) are presented in chapter 4. Finally, chapter 5 describes

the analysis strategy, the modelling of the signals and of the interfering backgrounds, the
estimation of non-interfering backgrounds, the observables used to extract the off-shell
signal contributions, the statistical method to fit those contributions, and the relevant
systematic uncertainties. We also discuss the results and their interpretations. Summary
and perspectives (chapter 6) conclude the thesis.





Chapter 1
Review of Theory and Experimental
Results

In this chapter, we summarize the theoretical framework describing elementary particles
and their interactions, i.e. the Standard Model of particle physics (SM). We introduce
the mechanism of electroweak symmetry breaking known as the Brout-Englert-Higgs
mechanism, and one of its observable consequences, the existence of a scalar particle,
the H boson. The H boson was discovered in 2012 at CERN by the ATLAS and CMS
experiments [1–3]. We then focus on the subject of this thesis, namely the production
of off-shell H bosons. More precisely, we focus on what can be learned about the elec-
troweak symmetry breaking and about the H boson properties by studying off-shell H
boson production. We also summarize the status of experimental results on the ques-
tions that we have studied in the present thesis.

1.1 Standard Model of Particle Physics

The Standard Model of particle physics is a theory describing all known fundamental
interactions apart from gravity, i.e. the electromagnetic, weak and strong interactions.
The SM is a quantum field theory in which the interactions between particles are de-
scribed by gauge symmetries.

Matter particles are described by elementary fermions, i.e. leptons, quarks, and their
antiparticles. Interaction messengers are described by elementary bosons, namely the
photon, the Z and W bosons, which are spin-1 bosons, and the Higgs (H) boson, which is

5



6 1.1 Standard Model of Particle Physics

Figure 1.1: Standard Model of elementary particles.

a spin-0 boson. By the discovery of the H boson, strong evidence for the Brout-Englert-
Higgs mechanism of electroweak symmetry breaking is established, which makes com-
putations in the SM consistent up to very high energy scales, where quantum effects of
gravity would have to be accounted for by a more complete theory than the SM.

The particle content of the SM is shown in Fig.1.1. In this figure, the fermions are
categorized in 3 generations (leftmost three columns), and the shaded loops connect
those fermions to the gauge bosons with which they can interact.

1.1.1 The Standard Model as a Gauge Theory

From a mathematical point of view, the SM is a kind of gauge theory with the local
symmetry group GSM = U(1)Y ×SU(2)L×SU(3)C , in which the U(1)Y ×SU(2)L
subgroup corresponds to the electromagnetic and weak interactions unified in the elec-
troweak interaction, and SU(3)C describes the strong interaction. According to Noether’s
theorem, due to these symmetries, there will be conserved charges, such as the hyper-
charge denoted by the index Y, the weak isospin, and color (index C). After electroweak
symmetry breaking, U(1)Y × SU(2)L is broken into the electromagnetic interaction
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U(1)EM, that conserves electric charge (denoted Q further in the text).

Based on these symmetries the Lagrangian of the SM can be summarized as

LSM = LQCD +LEW (1.1)

where LQCD is the Lagrangian of the strong interaction, described by quantum chro-
modynamics (QCD), and LEW is the Lagrangian of the electroweak interaction.

Quarks are the only fermions participating in the strong interaction. Their field is de-
scribed in the fundamental representation of SU(3)C group in which each quark is in-
troduced by three components that correspond to the three color charges. Since SU(3)C
group has eight generators, known as Gell-Mann matrices, there are eight corresponding
gluon fields (gauge bosons) Ga, a= 1,2, ...,8, described in the adjoint representation of
SU(3)C .

The QCD part of the Lagrangian can be written as

LQCD = Ψi

(
i /Dij− δijmq

)
Ψj−

1
4
GaµνG

µν
a (1.2)

where the first term corresponds to the interaction and propagation of quarks, and the
second term corresponds to the propagation and interaction of gluons. Summation over
all repeated indices is implied, Ψi is the quark field indexed by i and j running from
1 to 3, /D ≡ γµDµ in which γµ are Dirac matrices (a.k.a gamma matrices) the Dµ is
the gauge covariant derivative and GaµνG

µν
a represent the gauge invariant gluon field

strength tensors. The gauge covariant derivative is defined as

Dµ = ∂µ− igs
λa
2
Gaµ (1.3)

where gs is the coupling constant of the strong interaction, λa are the Gell-Mann matri-
ces. The gauge invariant gluon field reads as

Gaµν = ∂µG
a
ν−∂νGaµ+gsfabcGbµGcν (1.4)

where fabc are the structure constants of SU(3).

Fermions are considered as two-component objects known as left-handed and right-
handed chiral states,

ψL =
1−γ5

2
ψ, ψR =

1+γ5

2
ψ (1.5)

The left-handed component of fermions are in the structure of SU(2)L doublets, in the
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other word, they are described in the fundamental representation of the subgroup that
are,

QmL =

(
umL
dmL

)
, LmL =

(
νmL
emL

)
(1.6)

in which m = 1,2,3 index indicates generation. On the other hand, the right-handed
component of fermions such as umR , dmR , emR are described in the trivial representation
of the SU(2)L thus they are invariant under transformation corresponding to SU(2)L
subgroup. All fermions are transformed under U(1)Y subgroup. Therefore, these two
chiral states are transformed differently according to SU(2)L×U(1)Y symmetry group.
Electroweak and electric charges of different components of fermions are listed in Ta-
ble 1.1 where Q is the electric charge, T3 is the third component of weak isospin (the
SU(2)L component) and YW is the weak hypercharge satisfying the relation

Q= T3 +
1
2YW. (1.7)

Table 1.1: Fermion charges under SU(2)L, U(1)Y , and U(1)Q groups: electric charge
Q, weak isospin T3 , and weak hypercharge YW , respectively. Fermions are split into
left- and right- handed chiral states. Each line refers to all three generations.

Fermions Q T3 YW
νL 0 +1/2 −1
eL −1 −1/2 −1
uL +2/3 +1/2 +1/3
dL −1/3 −1/2 +1/3
νR 0 0 0
eR −1 0 −2
uR +2/3 0 +4/3
dR −1/3 0 −2/3

The electroweak part of the SM Lagrangian can be organized in

LEW = Lgauge +Lfermions +LHiggs +LYukawa, (1.8)

in which the Lgauge term determines the interactions between gauge bosons i.e. the
W a
µ (a = 1,2,3 denoting three weak gauge bosons corresponding to the generators of

SU(2)L) and the Bµ which are described in the adjoint representation of SU(2)L and
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U(1)Y symmetry groups respectively. The Lgauge term is specified as

Lgauge =−1
4W

µν
a W a

µν− 1
4B

µνBµν , (1.9)

where Wµν
a , a = 1,2,3 and Bµν are the field strength tensors for the weak isospin and

weak hypercharge gauge fields, given by

W a
µν = ∂µW

a
ν −∂νW a

µ +gε
abcW b

µW
c
ν (1.10)

Bµν = ∂µBν−∂νBµ (1.11)

Here g and εabc the Levi-Civita symbol, are the coupling constant and the structure
constant of the SU(2) group respectively.
Lfermions is the kinematic term for fermions which is described through the interaction
between fermions and vector bosons by the gauge covariant derivative,

Lfermions =Qj i /D Qj+uj i /D uj+dj i /D dj+Lj i /D Lj+ ej i /D ej , (1.12)

where sums over the three generations of fermions are implied through j index. Q,
u, and d are the left-handed doublet, right-handed singlet up, and right handed singlet
down quark fields respectively, and L and e are the left-handed doublet and right-handed
singlet charged lepton fields respectively. D is the gauge covariant derivative defined as

Dµ ≡ ∂µ− i
g′

2
Y Bµ− i

g

2
σjW

j
µ, (1.13)

where Y is the weak hypercharge, the σj are the components of the weak isospin that
are the Pauli matrices and g and g′ are the coupling constants for groups SU(2)L and
U(1)Y . The LHiggs indicates the interaction between Higgs field, vector bosons and
itself, given by

LHiggs = (DµΦ)†Dµ
Φ−V

(
Φ

†
Φ

)
, (1.14)

where Φ is an SU(2)L doublet of complex scalar fields with a weak hypercharge YH = 1
and V is the potential of the Higgs field chosen to be in the form of

V
(

Φ
†
Φ

)
= µ2

Φ
†
Φ+λ

(
Φ

†
Φ

)2
, (1.15)

with µ and λ > 0 as its parameters. The LYukawa term describes the way the Higgs field
generates fermion masses through Yukawa interactions and it reads as

LYukawa =−Y uijQLiΦ̃uRj−Y dijQLiΦdRj−Y eijLLiΦeRj+h.c., (1.16)
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here Φ̃ = iσ2Φ∗ and Y u,d,eij are matrices of Yukawa couplings.

1.1.2 The Brout-Englert-Higgs Mechanism

So far, all SM interactions can be explained by Lagrangians in equations (1.2) and
(1.8).On the other hand, from experimental point of view the W± and Z gauge bosons
are observed to be massive and their masses are measured to be around 80 GeV and 91
GeV respectively, however, they seem to be massless according to the aforementioned
Lagrangians. Moreover, fermions are also observed to have mass which is another miss-
ing part of the Lagrangians in equations (1.2) and (1.8). Although, one could add terms
like −mf (f̄LfR+ f̄RfL) to these Lagrangians which assign mf to fermion f mass,
these terms are not invariant under the SU(2)L transformations and thus can not be
added explicitly. These apparent contradictions are resolved by introducing a spin-0
boson (H boson) through the Brout-Englert-Higgs mechanism. In this mechanism the
SU(2)L×U(1)Y symmetry is spontaneously broken to U(1)Q and consequently weak
bosons and fermions mass are generated.

The shape of the Higgs potential (1.15) has a key role in determining the ground state
of the theory. If µ2 > 0, the vacuum expectation 〈0|Φ |0〉 is zero. Otherwise, if µ2 < 0
then |Φ|= 0 is the point of an unstable local maximum of the potential. In this case the
minimum is computed as,

Φ
†
Φ =

v2

2
, (1.17)

where v =

√
−µ

2

2
. Without loss of generality we can choose the ground state to be,

〈0|Φ |0〉= 1√
2

(
0
v

)
(1.18)

Despite the fact that the Lagrangian (1.14) preserves the U(1)Y ×SU(2)L symmetry,
the chosen ground state (1.18) does not contain such symmetry and it breaks all gener-
ators of the group indeed. However, since the ground state (1.18) respects the combina-
tion of the group generators σ3 +YH/2 ·1, which corresponds to the electric charge, it
is invariant under U(1)Q transformation.
In perturbation point of view, with unitary gauge, the scalar field can be parametrized as

Φ =
1√
2

(
0

v+H

)
(1.19)
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where H is a Hermitian field. By substituting the scalar field doublet (1.19) into La-
grangian (1.14) and ignoring terms containing gauge bosons, we will get

LHiggs ⊃
1
2
∂µH∂

µH−λv2H2−λvH3− λ
4
H4 +

λ

4
v4, (1.20)

in which the H boson mass is determined as mH =
√

2λv2. The Brout-Englert-Higgs
mechanism also determines the gauge bosons masses. These masses are provided with
terms quadratic in v in the Higgs Lagrangian,

LHiggs ⊃
v2

8

(
g2|W 1

µ− iW 2
µ |2 +

(
gW 3

µ−g′Bµ
)2
)
=

g2v2

8
W+
µ W

+µ+
g2v2

8
W−µ W

−µ+

(
g2 +g′2

)
v2

8
ZµZ

µ+0 ·AµAµ (1.21)

where the mass eigenstates W±µ ,Zµ and Aµ are defined as

W±µ ≡
W 1
µ∓ iW 2

µ√
2

(1.22)

Aµ ≡
g′W 3

µ+gBµ√
g2 +g′2

, Zµ ≡
gW 3

µ−g′Bµ√
g2 +g′2

(1.23)

These eigenstatesW±µ ,Zµ andAµ correspond to the physicalW± and Z bosons and the

photon (γ) respectively with masses mW =
gv

2
,mZ =

v
√
g2 +g′2

2
and mγ = 0.

Similarly, the Yukawa Lagrangian (1.16) with the parametrization (1.19) translates into,

LYukawa =−Y umnūLmuRn
v+H√

2
−Y dmnd̄LmdRn

v+H√
2
−Y emnēLmeRn

v+H√
2

+h.c.

(1.24)

where the terms which are proportional to v are responsible to give masses to fermions.
Generally, the mass matrices v/

√
2 ·Y are not diagonal and need to be diagonalized so

that the fermions fields will be mass eigenstates. Therefore, the mass matrices can be
diagonalized using unitary matrices V u

L,R:

− v√
2
ūLY

uuR+ h. c. =− v√
2
ūLV

u†
L

(
.V u
L Y

uV u†
R

)
V u
RuR+ h. c. =

− v√
2
ūLV

u†
L Y uDV

u
RuR+ h.c. (1.25)
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Figure 1.2: The SM H boson production cross section as a function of the H boson
mass (SM-like coupling, narrow width approximation, no electroweak corrections) at√
s= 13 TeV [7].

where Y uD = diag(mu,mc,mt). For other fermions such as down-type quarks and charged
leptons a similar operation can be done. As a result, the mass of fermion f is given by

mf =
yfv√

2
(1.26)

in which yf is the corresponding component of the diagonalized Yukawa matrix YD.

1.2 Standard Model H Boson Physics at the LHC

By the discovery of Higgs particle with a mass of 125.09±0.21(stat)±0.11(sys) GeV
by ATLAS and CMS experiments, its properties are being studied. So far the measured
value of the cross sections and the partial decay widths of the H boson are all in agree-
ment with the SM predictions. However, there is still room for BSM effects in the Higgs
sector which are being actively searched for [4–6]. The cross section of H boson pro-
duction through different processes and its branching ratios (BR) to different particles
(SM-like coupling, narrow width approximation, no electroweak corrections) are shown
in Figs. 1.2 and 1.3 respectively [7].
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Figure 1.3: H boson branching ratios and their uncertainties as a function of the H bo-
son mass [7].

1.2.1 Production and Decay of a SM-like H Boson

The H boson is an unstable particle. The distribution of mass values follows a relativistic
Breit-Wigner function in the narrow width approximation, expressed as:

f(E) =
1

(
E2−m2

H

)2
+m2

HΓ2
H

(1.27)

where mH is the pole mass and ΓH is its width. By Heisenberg’s uncertainty particle,
the particle width Γ is related to its lifetime τ by

Γτ =
h

2π
(1.28)

where h is Planck’s constant. Once the H boson mass is known, all the couplings of the
H boson to other particles are defined in the SM. The H boson width ΓH can thus be
computed and is predicted to be 4.14±0.02 MeV [7].

Higgs particles with a mass value close to their pole mass, |m−mH |< a few times ΓH,
will be referred to as ‘on-shell’ H bosons further in this thesis.
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(a) (b)

Figure 1.4: The tree-level Feynman diagrams for (a) GF and (b) VBF Higgs produc-
tion processes.

1.2.2 Off-shell H boson Production

In certain processes, there is a significant probability for the H boson to appear with a
mass very different from its pole mass. For instance, at the LHC, in the H→ ZZ decay
channel, about 10% of the events involve H bosons with masses above 200 GeV. Such
events will be referred to as events with an “off-shell” H boson. These events provide
data by which some of the H boson properties can be tested, in a way that complements
the information from on-shell H boson production. The analysis of off-shell H boson
production in CMS is the focus of the present thesis.

In the following section, the physics of off-shell H boson contributions is first summa-
rized. The measurements of H boson properties that are sensitive to off-shell H boson
data are described afterwards. Eventually, the state-of-the-art of off-shell measurements
from ATLAS and CMS are described.

Following the discussion in [8], the differential cross section of a process i→ H→ f
mediated by a H boson and with initial and final states i and f can be written as:

dσ =
dq2dφddφq

4πs

(∣∣Mp

(
q2)∣∣2 |D

(
q2) |2

∣∣Md

(
q2)∣∣2

)
, (1.29)

where
√
s is the center-of-mass energy of the initial states particles, q is the four-

momentum of the H particle hence q2 = m2
ZZ, Mp,d are the H boson production and

decay Matrix element respectively, and D(q) is the H boson propagator. In the H→ ZZ
decay channel considered, q2 is equal to the square of the invariant mass of the Z boson
pair, further denoted mZZ.
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Figure 1.5: Contributions to mZZ distributions for gg→ H→ ZZ→ 2`2ν for mH =
125 GeV at

√
s= 8 TeV [8].

In the fixed-width Breit-Wigner scheme, the H boson propagator reads:

D
(
q2,mH,ΓH

)
=

1
(
q2−m2

H
)2

+(mHΓH)2
(1.30)

Therefore, when H boson is off-shell (q2 > m2
H), the propagator term is proportional

to 1/m4
ZZ which causes a rapid decrease in the cross section. However, for

√
(q2)

similar or greater than 2mZ, the H decay matrix element Md(q
2) behaves as (q2)2,

compensating the q2 dependence of the H propagator. Thus we expect a remarkable
enhancement in the contribution of Higgs to the ZZ spectrum in

√
q2 ' 2mZ ' 182

GeV. Distributions of mZZ in the GF process at center of mass energy of 8 TeV for
different contributions to the off-shell cross section are shown in Fig.1.5 [8].

However, processes with identical initial- and final-state particles and identical quantum
numbers as the processes involving the H boson will interfere with it. Representative
diagrams are shown in Fig.1.4 left for the g → ZZ process, and in Fig.1.4 right for
the electroweak process. These processes lead to a smoothly-decreasing continuum in
the mZZ spectrum. As illustrated in Fig.1.5, the summation of the H and continuum
contributions is larger than once their interference is taken into account. This means
that the interference is negative which is shown in Fig.1.6 [9]. This is required in the
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Figure 1.6: Higgs related contributions in the high m4` region [9].

SM to preserve unitarity.

1.2.3 H boson Decay Width

As pointed out in [10], the off-shell H boson production offers a unique way to constrain
the H boson decay width. Experimentally, the precision on the width of the on-shell H
boson production peak is limited by detector resolution, and is around 1 GeV [11–13].
However, a combination of off-shell and on-shell measurements offers a way to extract
the width, as follows. From the differential cross section equation (1.29) we have

dσ

dq2 ∝
gi(mZZ)

2gf (mZZ)
2

(
q2−m2

H
)2

+(mHΓH)2
, (1.31)

where gi and gf are the Higgs coupling constants with initial and final states respec-
tively. By integrating over two different regions such as the on-shell region q2 =m2

H±
Γ2

H/2 and the very off-shell region q2�m2
H, one can approximate the total cross section
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in aforementioned regions as

σon-shell ∼
g2
i g

2
f

mHΓH
(1.32)

σoff-shell ∼
g2
i g

2
f

q2 , (1.33)

as a result, by measuring the relative production in on- and off-shell regions, a direct
information on ΓH can be obtained. At the time of the start of this Ph.D. thesis the
results on H boson decay width constrained by ATLAS and CMS experiments showed
acceptable agreement between the SM predictions and observed values. According to
the analysis done by the ATLAS experiment in the ZZ → 4` and ZZ → 2`2ν final

states, the 95% confidence level (CL) upper limit on the
ΓH

ΓSMH
was observed (expected)

to be 3.5 (3.7) [14]. In a similar analysis done by the CMS experiment, the H boson
width was measured to be 3.2+2.8

−2.2 MeV at 68% CL intervals [15].

1.2.4 Anomalous Couplings in HVV Interaction

The SM of particle physics is incomplete. For instance there are at least three experi-
mental evidences that can not be described by the SM: the non-zero value of neutrinos
mass , dark matter and the higher density of matter v.s. anti-matter in the universe. There
are also theoretical questions which are open, such as the description of the gravity by
a quantum field theory. However, we don’t have any experimental evidence supporting
one of the many BSM models. Therefore, one way to look for beyond the standard
model physics is to model such effects in an Effective Field Theory (EFT). EFT is an
approximation of the underlying quantum field theory, and allows to parametrize small
deviations from the SM in a consistent way by introducing higher order operators in the
Lagrangian, that are suppressed at low energy scales. As pointed out in [7] any EFT
Lagrangian has generally the form reading as,

Leff = LSM +∑
i

c
(5)
i

Λ
O(5)
i +∑

i

c
(6)
i

Λ2 O
(6)
i +∑

i

c
(7)
i

Λ3 O
(7)
i +∑

i

c
(8)
i

Λ4 O
(8)
i + · · ·

where c(d)i are called Wilson coefficient of degree of d and Λ is mass scale of new
heavy particles or interactions which Λ� SM masses and LHC energy scale, one such
parametrization is the Standard Model Effective Field Theory (SMEFT).

Alternatively, a similar study of BSM can be done more specifically to the H boson with
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two spin-one gauge bosons a.k.a vector bosons. In this method the HVV interaction
is parameterized with a scattering amplitude that includes additional terms describing
beyond the standard model interactions. According to [7, 16] the extended HVV ampli-
tude is given by,

A(HVV ) ∼
[
aVV

1 + eiΦΛ1
q2

1 + q
2
2

Λ2
1

+ ...

]
m2

Vε
∗
V1ε
∗
V2

+|a2|eiΦa2f
∗(1)
µν f∗(2),µv−|a3|eiΦa3f

∗(1)
µν f̃∗(2),µv (1.34)

where εi and qµi are polarization vector and 4-momentum of gauge boson Vi respectively,
f (i)µν = εµi q

v
i − εvi q

µ
i , f̃

(i)
µν = 1

2εµνρσf
(i)ρσ are field and dual field strength tensors, aV V1

are SM leading tree-level contribution which only aZZ,WW
1 6= 0 and from custodial

symmetry we have aZZ1 = aWW
1 . The rest of the couplings are considered anomalous

contributions arising either from SM loop corrections or new BSM contributions. The
q2

1 + q
2
2

Λ2
1

m2
Vε
∗
V1ε
∗
V2 term is the leading order of the dipole structure assumption for Higgs

boson and the Λ1 is the correspondent anomalous coupling, and anomalous couplings
a2,3 are the CP-conserving (CP-event) and CP-violation (CP-odd) BSM contributions
in HVV interactions respectively. These anomalous couplings may change the mVV
and other kinematic variables which help us to investigate the possible deviations from
the standard model. Figure 1.7 illustrates the m4` distribution for different hypotheses
such as the standard model and other anomalous couplings individually [16]. These two
methods of studying BSM anomalous couplings are equivalent methods such that one
can find the relations between the ai and Λ1 couplings in (1.34) and Wilson coefficients
c
(d)
i in (1.2.4) by referring to [17].

Instead of measuring ai directly, the measurements of ai relative to the dominant
SM-like contribution a1 are the preferred approach. This is due to the fact that most
of the systematic uncertainties cancel when taking ratios to the total cross section. For
this purpose, the effective fractional Higgs to ZZ cross sections fai and phases φai are
defined as

fai =
|ai |2σi

∑j=1,2,3... |aj |2σj
,

φai = arg
(
ai
a1

)
,

(1.35)

where σi is the cross section for the process corresponding to ai = 1, aj 6=i = 0, while
σ̃Λ1 is the effective cross section for the process corresponding to Λ1 = 1 TeV, given in
units of fb× TeV4. The cross section ratios are quoted in Table 1.2 [18]. The ai /a1
ratios can be obtained from the ratio fai /fa1 , the cross section ratios, and the phase
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Figure 1.7: Several scenarios of H(125) anomalous couplings to two vector bosons
with enhancement in the off-shell region with the a3,a2 and Λ1 terms as coloured his-
tograms, as well as the a1 term (SM), as the solid black histogram [16].

φai as
ai
a1

=

√
fai
fa1

σ1

σi
eiφai . (1.36)

The effective fractions fai are bound between 0 and 1 and do not depend on the coupling
convention.

In the SM, we expect all these anomalous couplings such as a2,a3 and
1

Λ1
to have 0

value. The latest results achieved by both ATLAS and CMS experiments show that the
observed constraints on the measurable parameters of theses couplings are consistent
with 0 i.e. no significant deviation from the SM prediction is observed [15, 17, 19]. For
instance, the summary of constraints on the HVV coupling parameters in the Warsaw
basis of SMEFT are shown in Tab. 1.3 [17].
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Table 1.2: Listed are the anomalous HVV couplings considered in our analysis assum-
ing a spin-zero H boson. The translation constants are the cross section ratios corre-
sponding to the process H→ 2`2ν (or equivalently, H→ 2e 2µ ) with the H boson
mass mH = 125 GeV [18].

Anomalous Coupling Effective Translation
Coupling Phase Fraction Constant
a2 φa2 fa2 σ1 /σ2 = 2.77
a3 φa3 fa3 σ1 /σ3 = 6.53
Λ1 φΛ1 fΛ1 σ1 /σ̃Λ1 = 1.47×104TeV −4

Table 1.3: Summary of constraints on the HVV coupling parameters in the Warsaw
basis of SMEFT [17]. For each coupling constraint reported, three other independent
operators are left unconstrained, where only one of the three operators cHW , cHWB,
and cHB is independent, and only one of cHW̃, cHW̃B, and cHB̃ is independent.

Channels Coupling Observed Expected

cH� 0.04+0.43
−0.45 0.00+0.75

−0.93

cHD −0.73+0.97
−4.21 0.00+1.06

−4.60

cHW 0.01+0.18
−0.17 0.00+0.39

−0.28

VBF & VH & H→ 4` cHWB 0.01+0.20
−0.18 0.00+0.42

−0.31

cHB 0.00+0.05
−0.05 0.00+0.03

−0.08

cHW̃ −0.23+0.51
−0.52 0.00+1.11

−1.11

cHW̃B −0.25+0.56
−0.57 0.00+1.21

−1.21

cHB̃ −0.06+0.15
−0.16 0.00+0.33

−0.33



Chapter 2
The CMS Experiment at the LHC

This analysis is performed with experimental data taken by the Compact Muon Solenoid
(CMS) detector [20]. The CMS detector is installed at the Large Hadron Collider (LHC)
[21, 22], close to Geneva, Switzerland. The LHC was constructed by the European
organization for nuclear research (CERN) between 1998 and 2008.

2.1 The Large Hadron Collider

The LHC is a circular proton-proton collider which is currently the largest and the most
energetic particle collider built. It is located in a 26.7 km circumference tunnel which is
between 45 to 170 m underground. The CERN accelerator complex is made of several
accelerators that gradually increase the energy of the proton beams up to 6.5 TeV which
results in a 13 TeV center of mass energy. Fig. 2.1 is illustrating a schematic view of
the accelerators at CERN.

2.2 The CMS detector

The Compact Muon Solenoid (CMS) detector is a general-purpose detector operating at
high-luminosity. It is located at LHC Point 5 in Cessy, France. The detector is large and
cylindrical with 21.6 m length and a diameter of 14.6 m. Its weight is approximately
12500 t. The CMS detector is described in detail in Ref. [20]. The performance of CMS
for reconstructing stable particles is described in Chapter 3.

21
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Figure 2.1: Various accelerators are piped to each other to deliver the proton beams to
the last ring, the LHC, to reach an energy of 6.5 TeV for the colliding protons.

The CMS detector is constructed in different layers and elements which are shown in
Fig. 2.2. The subdetector closest layer to the interaction point is the inner tracking
system which is responsible for for the detection and the measurment of the trajectory
of electrically charged particles. The next subdetectors surrounding the inner tracker are
calorimeters, the electron and hadron calorimeters for the measurement of the energy
of electrons, photons and hadrons by absorbing such particles. The last system in CMS
detector is the muon system which consists of gaseous detectors responsible to detect
muons, as they are the only detectable particles traversing the calorimeters and the coil
of the CMS magnet.

2.2.1 The Inner Tracker

The inner tracker system measures the trajectories of electrically charged particles com-
ing from the interaction point or within a few tens of centimeters from it. This infor-
mation provides the measument of particles momentum and also their charge signature
based on the curvature of the trajectory. Moreover, is utilized to reconstruct primary and
secondary vertices.

The inner tracker has two subsystems, the pixel tracker which is the CMS component
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Figure 2.2: View of the CMS detector and its main elements [20].

closest to the interaction point, and the silicon strip tracker. Before the pixel Phase-1
upgrade, originally it consisted of three cylindrical layers in the barrel and two disks in
each endcap. The schematic view of the CMS tracker indicated in Fig. 2.3. After the
pixel Phase-1 upgrade in the technical stop 2016-2017, the pixel tracker now has four
cylindrical layers in the barrel and three disks in each endcap. The mean distance of
barrel layers from the interaction point are 2.9, 6.8, 10.9, and 16.0 cm with the length
of 54 cm. The endcap disks are located on each endcap at distances of 29.1, 39.6, and
51.6 cm with different inner and outer radius for each half disks. Fig. 2.4 illustrates a
comparison between the layout of the CMS Phase-1 pixel detector and the original pixel
detector.

The silicon microstrip modules are located at a distance of 20 cm up to 110 cm from the
interaction point. The strip tracker has different parts in the barrel and endcap regions.
In the barrel, the strip detector is divided into an inner (TIB) and an outer barrel (TOB).
The TIB consists of four layers and covers up to |z| < 65 cm and the TOB is made of
six layers with a half-length of |z|< 110cm. In the endcap, the strip tracker is separated
into the TEC (Tracker End Cap) and TID (Tracker Inner Disks). Each TEC contains 9
disks covering the region 120 < |z| < 280 cm, and each TID is made of 3 small disks
which fill the gap between the TIB and the TEC.
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Figure 2.3: Schematic view of the CMS tracker in the r-z plane. The original pixel de-
tector (before the CMS Phase-1 pixel detector upgrade) are shown in red which has
three layers (horizontal lines) in the barrel and four (vertical lines) disks in the endcap
region. The black and blue lines correspond to Strip tracker modules (stereo modules)
[23].

Figure 2.4: Schematic view of the CMS tracker in the r-z plane. The upper side shows
the layout of the CMS Phase-1 pixel detector while the lower side shows the original
pixel detecor layout [23].
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2.2.2 The Electromagnetic Calorimeter

Electromagnetic calorimeter (ECAL) which surrounds the inner tracker system, is the
other element of the CMS detector. The goal of the electromagnetic calorimeter is to
absorb electrons and photons and precisely measure their energy.

The ECAL is composed of lead-tungstate (PbWO4) scintillating crystals which are very
dense (8.3 g/cm3) [20, 24]. Moreover, the lead-tungstate crystals have short radiation
length (0.89 cm), small Molière radius (2.2 cm), and are fast (80% of the light is emit-
ted within 25 ns). However, the short scintillation decay time of PbWO4 is temperature-
dependent, therefore, the calorimeter is conserved at a temperature of (18.00± 0.05)◦C.
These properties of PbWO4 have thus made it achievable to design a compact calorime-
ter with a high granularity inside the solenoid.

The ECAL has two separate sections in the barrel (EB) and in the endcaps (EE). The
EB has an inner radius of 129 cm and consists of 61200 lead-tungstate crystals in quasi-
projective geometry i.e the axes are tilted at 3◦ with respect to the line from the nominal
vertex position. The pseudorapidity coverage of EB is in the range of |η|< 1.479. Each
crystal in EB covers 0.0174 (i.e. 1◦) in ∆φ and ∆η which has a front face cross section
of ∼ 22× 22 mm2 and a length of 230 mm. The EE partition is located at a distance
of 314 cm from the interaction point and 7324 crystals are mounted in each endcaps
which are arranged in x-y grid. Each crystal in EE has a front face cross section of
28.6× 28.6 mm2 and a length of 220 mm. The EE covers the pseudorapidity range of
1.479 < |η|< 3.0.

Moreover, a preshower device covers the endcap pseudorapidity range of 1.653< |η|<
2.6. Each preshower device consists 2 planes of silicon strip detectors with a pitch of
1.9 mm. These devices mainly aim to discriminate between photons and neutral pions
which decays into pairs of close photons. In addition, they enhance the accuracy of
position measurement for electrons and photons. The schematic view of the EE and EB
partitions, and the preshower device are shown in Fig. 2.5.

2.2.3 The Hadron Calorimeters

The Hadron calorimeter (HCAL) is behind the inner tracker and ECAL from the in-
teraction point of view. The main goal of the HCAL is for hadron jets measurement
and has an important role in the estimation of missing transverse energy. The HCAL
is divided into 4 partitions i.e. hadron barrel (HB), hadron outer (HO), hadron endcap
(HE), and hadron forward (HF). The locations of these four partitions are schematically
illustrated in a longitudinal view of the CMS detector in Fig. 2.6.
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Figure 2.5: The EE and EB partitions and preshower device in x-y plane [24].

Figure 2.6: The HB, HO, HE, and HF partitions of hadron calorimeters in longitudinal
view of CMS detector [20].
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The HB is radially placed between the outer limit of the ECAL (R = 1.77 m) and the
inner radius of the magnet coil (R = 2.95 m) which covers the pseudorapidity range of
|η| < 1.3. It comprises 36 identical azimuthal wedges, which are made of flat absorber
plates parallel to the beam axis. The innermost and outermost absorber plates are con-
structed out of stainless steel and have thickness of 40 and 75 mm respectively. These
two kinds of plates are set up to bring a supplementary structural support. Between
them, there are 14 intermediate absorber plates made of brass and each plate is 55.5 or
55.6 mm thick. Between absorber plates there are in total 70000 plastic scintillating
tiles inserted. The HO is also mounted in the barrel and covers the pseudorapidity range
of |η| < 1.3 but is mounted around the magnet coil. The HO partition’s goal is to cap-
ture potential tails of hadronic showers so that prevents energy leakage from the HCAL
subsystem.

The HE partition consists of 14 η towers with 5◦φ segmentation. It covers the pseu-
dorapidity range of 1.3 < |η| < 3.0 which contains approximately 34% of the particles
produced in the final state Each HE partition is made of 17 absorber plates layers in
which each layer has 79 mm thickness. There are 18 layers of plastic scintillator which
are constructed out of 10458 tiles in each HE partition.

The furtherest partition of the HCAL with respect to the interaction point is the forward
hadron calorimeters (HF) which is mounted at 11.2 m from the interaction point. The
HF is extended from |η|= 3 down to |η|= 5.2 in which a Cherenkov-based, radiation-
hard technology is utilized. Due to the location of the HF, they collect a large flux of
particles. As a result, the two HF partitions collects in average 760 GeV per inelastic
proton-proton collision which is significant compared to only 100 GeV for the rest of
the HCAL partitions. Therefore, the HF partitions are specifically designed such that
they are able to operate under tremendously intense radiation conditions. Each HF
is a cylinder-shape which has an outer radius of 130 cm and a hole with a radius of
12.5 cm for the beam pipe. The absorber layer utilized in the HF is made of steel and
has a 165 cm thickness. Moreover, quartz fibres parallel to the beam axis are designed
inside the absorber in order to detect the showers developing inside the absorber through
Cherenkov light coming from particles emission while the shower are passing through
the fibres.

2.2.4 The Muon System

The Muon system has three important goal: muon identification, momentum measure-
ment, and triggering. The muon chambers are interleaved with the successive layers of
the return yoke of the magnet, and is the outermost part of the CMS detector.
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Figure 2.7: Layout of the CMS barrel muon DT chambers in one of the 5 wheels [20].

Similar to other subsystems, the muon system also has a barrel section covering pseudo-
rapidity range of |η|< 1.2, and two planar sections in both endcap regions which cover
the pseudorapidity up to |η|= 2.4. In the barrel regions the neutron-induced background
is small, the muon rate is also low. Moreover, in this region the magnetic field is uniform
and mostly contains in the steel yoke. These conditions led designers to utilize drift tube
(DT) chambers in the barrel section of muon system. In the barrel section, muon system
comprises 4 station in which each station consists of drift tube (DT) systems and resis-
tive plate chamber (RPC) trigger systems. There are a total of 6 layers of RPCs and 250
drift chambers mounted in the barrel muon system. There are almost 172000 sensitive
wires in DT barrel. Fig. 2.7 shows a layout of the CMS barrel muon DT chambers in
one of the 5 wheels.

Similar to the barrel section, two complementary muon detector systems are situated
in the endcap regions for a robust muon identification, i.e. the cathode strip cham-
bers (CSC) and RPCs. There are 4 CSC stations (ME1-4) and 3 RPC stations (RE1-3)
mounted in the endcap section as illustrated in Fig. 2.8. In the endcaps, muon system
consists of 542 CSCs laid out in 9 groups as shown in Fig. 2.8. The ME2/2, ME3/2
and ME4/2 chambers are the largest ones which size almost 3.4×1.5m2. The sensitive
planes of the all chambers cover approximately the area of 5000 m2 which contains
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Figure 2.8: One quadrant of the CMS detector in which the DT, CSC and RPC systems
are highlighted in yellow, green and blue respectively [25].

more than 50 m3 gas. The number of wires utilized in CSC system is about 2 million.
The CSCs have special properties, they are capable of precision muon measurement and
muon trigger in one device. Moreover, they are able to function at high rates and in large
and non-uniform magnetic field and operate properly without precise gas, temperature,
or pressure control.
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2.2.5 The Trigger System

In the proton-proton collision at LHC, the beam crossing interval is 25 ns which cor-
responds to a collision rate of 40 MHz. Such amount of data is not possible to be
stored and processed, therefore an expeditious procedure is demanded in order to de-
cide whether to store a particular event for further analyses or to discard the event. This
task is executed through the trigger system which is the first step toward the process of
physics event selection. The trigger system performs such a drastic rate reduction in
two steps known as the level 1 trigger (L1T) [26] and the high-level trigger (HLT) [27].

The Level-1 Trigger is based on custom-designed and largely programmable electronics
(like FPGA and ASIC technologies). The L1T is able to analyse every bunch crossing
and decides whether to accept the event within 3.2 µs. The L1T’s decision is based on
the information achieved from calorimeters and muon system, however the inner tracker
information is not utilized in L1T system. The L1T system constraint the rate down to
100 kHz.

The L1 Trigger has various components such as local, regional and global components.
The architecture of the Level-1 Trigger is presented in Fig. 2.9. The muon system
trigger contains the DT and CSC local triggers, regional muon triggers which are based
on the precision tracking chambers such as DT Track Finder (DTTF) in the barrel [28]
and the CSC Track Finder (CSCTF) in the endcaps [29], and a Global Muon Trigger
(GMT) [30]. The calorimeter trigger comprises calorimeter trigger primitive generator,
regional calorimeter trigger and the global calorimeter trigger (GCT). Finally, the Global
Trigger (GT) [30] takes the decision whether to accept or reject an event at L1 based on
trigger objects delivered by the GCT and GMT.

The HLT consists of a software-based system carried through a filter farm of order(1000)
commercial processors. The HLT runs essentially the same event reconstruction code
as the offline event reconstruction, but it is tuned for processing speed, and by definition
cannot use the most precise detector calibrations.
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Figure 2.9: Architecture of the Level-1 Trigger [26].





Chapter 3
Event and Physics Objects
Reconstruction

In high-energy proton-proton collisions almost all types of elementary particles and
hadrons may be produced, but only few of them live long enough to reach the detector.
These particles can be electrons, photons, muons, neutrinos, and some hadrons such as
pions, kaons, protons, and neutrons. Although neutrinos cannot be directly detected by
the CMS detector due to their weak interaction with matter, there are algorithms that can
give us some information on them. In addition to the neutrinos, other particles behave
differently with respect to CMS subdetectors. Charged particles like electrons, muons
and etc. produce signals in the inner tracker. Electrons and photons are absorbed in the
ECAL, while hadrons interacts with both ECAL and HCAL and deposit most of their
energy in the HCAL. Since muons have much larger mass than electrons, they traverse
the solenoid of the CMS magnet, the ECAL and the HCAL almost without interaction,
and finally cross the muon chambers Finally particles and their kinematics are recon-
structed by gathering and analyzing all signals obtained from different detector systems.
After physics object reconstruction, the next step is the identification of such objects.
Generally, the identification conditions for different physics objects may be different for
various analysis. In the following sections, the reconstruction process and identification
requirements of the main physics objects used in this analysis are discussed briefly.
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3.1 Particle flow

A particle-flow (PF) candidate is an object which may represent any final-state particle
detected individually by CMS detector systems in each event. To obtain a PF candidate,
the measurements from all detector layers (i.e., tracks and clusters) need to be combined.
This approach which is known as particle-flow reconstruction, is a part of the CMS event
reconstruction based on the particle-flow (PF) algorithm [31]. Hence, the particle-flow
algorithm aims at reconstructing and identifying all final-state particles in the event,
i.e., electrons, muons, photons and hadrons, by thoroughly combining all signals from
CMS detector systems towards optimal determination of particles properties such as
their direction, momentum, energy and type.

3.2 Primary vertices and pileup collisions

In each proton bunch crossing, a number of proton collisions may occur. The average
number of proton collisions in each bunch crossing is around 20. The points at which the
proton collisions occur, are known as “vertices” [23]. In the proton-proton collisions, a
collision with a large momentum transfer rarely occurs. Among all collisions the one
with the highest energy collision identified by largest sum of particle pT is considered
as the “signal vertex” whereas, the remaining low energy collisions are referred to as
“pileup”.

In order to measure the location, and the associated uncertainty, of all vertices, primary-
vertex reconstruction using the available reconstructed tracks, [32] is performed. The
primary-vertex reconstruction consists of three steps [23]:

• Selection of the tracks

• Clustering of the tracks that appear to originate from the same interaction vertex

• Fitting for the position of each vertex using its associated tracks

Moreover, the primary vertex is supposed to satisfy |z| < 24 cm and |ρ| < 2 cm in
cylindrical geometry. It is also required to be marked as valid and not fake vertex fits by
the vertex reconstruction algorithm.

In the simulation, the pileup profile is reweighted based on the instantaneous luminosity
per bunch crossing per luminosity section as a function of the number of true pileup
vertices. Because the pileup profile may affect object performance, most notably the
multiplicity of jets and the resolution of missing transverse momentum (discussed in
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the section 3.7), we derive the reweighting factors separately for each data era. The
reweighting is done in a correlated way with other run-dependent considerations. The
inelastic pp collision cross section is taken to be 69200 mb with a 2.6% uncertainty [33–
35].

3.3 Muons

3.3.1 Muon reconstruction

Muon reconstruction is based on the information from both the inner tracker and the
muon system which is implemented in 3 stages:

• local reconstruction

• standalone reconstruction

• global reconstruction

In local reconstruction, input information comes from only a single muon station (i.e.
RPC, CSC, or DT) to specify the trajectory of a muon through the chamber [36]. The
muons or any other charged particles traversing a muon sub-detector ionize the gas in
the chambers, which eventually result in electric signals production. These signals are
read out by electronics and have a well-defined locations called “hits”, in the detector.
Depending on the detector technology, different algorithms are used to reconstruct the
precise location of each hit from the electronic signals. In standalone muon reconstruc-
tion, only data from muon chamber detectors are used. In the other word, no input from
the silicon tracker is used in standalone muon reconstruction.

To reconstruct the standalone muons, data from individual chambers are combined to
build the muons tracks using a Kalman filter (KF) [37]. Finally, at the global reconstruc-
tion level, the muon trajectory is extrapolated inwards towards the tracker, accounting
for energy loss and multiple scattering, and it is then combined with the hits measured
in the Silicon tracker in order to reconstruct so-called global muons. Moreover, the
tracker muons, which are tracks reconstructed in the tracker, that are then extrapolated
outwards to the muon system and matched to at least one local muon segment, are taken
into account for global muon reconstruction.

In addition, the muon momentum is corrected in both real and simulated data according
to the Rochester calibration method using Z→ µµ events [38].
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3.3.2 Muon identification

In this analysis, the baseline muon identification criteria which corresponds to the cut-
based “medium” identification requirements are used [39]. The list of requirements for
muon identification are outlined below,

• The muon must be a PF muon, and also must be either a tracker or global muon.

• The fraction of valid inner tracker hits must be greater than 0.8.

• If the muon has to be a global muon, the global fit must have a χ2 per degree of
freedom less than 3, the position match between the tracker muon and standalone
muon must have χ2 < 12, and the maximum χ2 computed by the kink-finding
algorithm must be less than 20, the muon segment compatibility should be greater
than 0.303. Otherwise, the segment compatibility should be greater than 0.451.

• The best track of the muon should satisfy the longitudinal closest approach re-
quirement |dz| < 0.1, and the transverse closest approach requirement |dxy| <
0.02. The distance values are computed with respect to the primary vertex of the
event.

Furthermore, muons, that are produced as a result of hadrons decays, must be sup-
pressed. Therefore the muons are also required to be isolated. The isolation of the
muon candidates is estimated from the flux of particle-flow candidates found nearby the
muon direction within a cone of ∆R < 0.3. The flux of particles is calculated indepen-
dently for the charged hadrons (Ich), neutral hadrons (Inh), and photon candidates (Iγ).
Therefore, the muon isolation is defined as

Iµrel =
Ich +max(Inh +Iγ−0.5×IPU

ch ,0)
pµT

, (3.1)

where the pµT in the denominator is the muon traverse momentum after momentum cor-
rections. The 0.5 factor behind the IPU

ch is a correction to the flux of neutral hadrons
Inh due to pileup. For this purpose, half of the scalar pT sum over the charged particles
within the cone of interest but not originating from the primary vertex (IPU

ch ), is sub-
tracted. In this analysis, muons are required to satisfy Iµrel < 0.15, pµT ≥ 5 GeV , and
|η|< 2.4 in addition to the identification conditions.
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3.4 Electrons

3.4.1 Electron reconstruction

In order to reconstruct electrons, the hit measurements obtained from the inner tracking
system and the clusters of energy depositions in the ECAL are associated. Bremsstrahlung
radiation, which electrons experience while passing through the material of the tracker,
is the major challenge of the electron reconstruction process. Due to the bremsstrahlung
effect, electrons radiate from about 30% to 90% of their total energy in average, de-
pending on the pseudorapidity, before reaching the ECAL [40]. To ensure a success-
ful reconstruction, a particular algorithm has been implemented [41] considering the
bremsstrahlung effects. Similar to muons, the electron tracks are reconstructed from hits
in the tracker by a KF algorithm. Additionally, a specific tracking technique for elec-
trons is utilized to estimate the track parameters. This approach is based on the Gaussian
sum filter (GSF) [42]. The initial energy of the electrons are accurately measured by col-
lecting the energy of the radiated photons mainly spreading along the azimuthal angle
(φ) direction. In different parts of the ECAL, barrel and endcaps, different algorithms,
“hybrid” and “multi-5×5” are implemented respectively, for energy clustering [40].

3.4.2 Electron identification

In order to identify the reconstructed electrons, an XGBoost [43] boosted decision tree
(BDT) algorithm is used. In this algorithm, observables from the electromagnetic clus-
ters, electron tracking, and track-cluster matching are utilized to determine prompt elec-
trons.

The full list of used observables in the training of this BDT can be found in Table 3.1.
The working points defined as the threshold value on the output BDT score is adjusted
for 6 categories of p`T and electron supercluster pseudorapidity (ηSC) ranges, summa-
rized in Table 3.2. The same working points are used for all three years of data used
in the present analysis. These identification BDT score working points correspond to
the “Fall17 (no iso.) WP90” criteria provided by the Egamma Physics Object Group
(POG).

The concept of electron isolation is similar to that of muon isolation defined in Eq.
3.1, also with the same cone radius used for muons. However, in the electron case, the
neutral hadron flux Inh is corrected by using the average energy density (ρ) due to pileup
and underlying event in the central region of the detector, accounting for an effective
area of the electron isolation cone correction (Ae

eff) to normalize this estimator. This
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Table 3.1: The observables used in the training of the BDT in order to identify prompt
electrons. The training is done using the 2017 simulation, and this same training is
used for 2016 and 2018.

Cluster variables

RMS of the energy-crystal numbering along η and φ, σiηiη and σiφiφ

Supercluster width along η and φ

Ratio of the hadronic energy behind the electron supercluster to the supercluster energy, H/E

Circularity, (E5×5−E5×1)/E5×5

Sum of the seed and adjacent crystal over the supercluster energy, R9

For endcap electrons: Energy fraction in preshower, EPS/Eraw

Tracking variables

Fractional momentum loss, fbrem = 1−pout/pin

Number of hits of the KF and GSF tracks

Reduced χ2 of the KF and GSF tracks

Number of expected but missing inner hits

Probability transform of conversion vertex fit χ2

Track-cluster matching variables

Energy-momentum agreement: Etot/pin, Ee /pout, 1/Etot−1/pin

Position matching: ∆ηin, ∆ϕin, ∆ηseed

Table 3.2: The working points of the electron identification BDT, defined as a function
of the p`T before any residual energy scale and smear corrections. The same working
points are used in all three years.

p`T range (GeV) |ηSC| range Working point definition

< 10
< 0.800 2.771− exp

(
−p`T/3.815

)
×8.163

[0.800,1.479) 1.856− exp
(
−p`T/2.187

)
×11.856

≥ 1.479 1.735− exp
(
−p`T/2.016

)
×17.014

≥ 10
< 0.800 5.918− exp

(
−p`T/13.481

)
×9.320

[0.800,1.479) 5.016− exp
(
−p`T/13.128

)
×8.794

≥ 1.479 4.169− exp
(
−p`T/13.202

)
×9.007
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correction is performed in such a way that the isolation is independent of the number
of pileup interactions. The values of Ae

eff depend the |ηSC| range which are listed in
Table 3.3. Therefore, using these quantities, the electron isolation is defined as

Ie
rel =

Ich +max(Inh +Iγ−Ae
eff×ρ,0)

p`T
, (3.2)

where the p`T in the denominator is the electron transverse momentum after electron
energy corrections. The electrons used in this analysis are required to satisfy Ie

rel < 0.1,
p`T ≥ 5 GeV , and |η|< 2.5.

Table 3.3: The effective area Ae
eff values used in each |ηSC| range to mitigate the de-

pendence of the isolation requirement on pileup. The same values are used in all three
years.

|ηSC| range Ae
eff

< 1 0.1440

[1,1.479) 0.1562

[1.479,2) 0.1032

[2,2.2) 0.0859

[2.2,2.3) 0.1116

[2.3,2.4) 0.1321

≥ 2.4 0.1654

3.5 Photons

3.5.1 Photon reconstruction

Since photons are neutral, they either traverse the tracker without interaction, or convert
into an electron-positron pair in the tracker material. They are caught by ECAL and
deposit their energy there. Therefore, the ECAL energy deposits need to be collected
to reconstruct photons employing techniques that constrain the clusters to the size and
shape expected for electrons and photons with pT > 15 GeV [44]. Several stages are
taken in the photon reconstruction,
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• Clustering: Due to the magnetic field of CMS, the radiating electrons and con-
verted photons are spread in the Φ direction. Hence, in order to perform the
energy clustering, some algorithms are developed [40] to collect the energy depo-
sitions from these electrons and photons.

• Correction of cluster energy: Correction of the initial integrated energy deposits
forming the supercluster, has significant impact on improvements of energy reso-
lution. A first correction to the photon energy scale is computed from simulation
using a regression multivariate analysis, the inputs of which are variables de-
scribing the energy spread in the ECAL, data from the preshower detector, and
pile-up sensitive observables. Then, scale factor corrections as a function of pho-
ton eta, ECAL energy spread and pT are derived from data and simulations, using
Z→ e +e − events where the electron signals in the calorimeter are reconstructed
with the photon algorithms. These corrections are also validated using photons
from final state radiation in dimuon decays of Z bosons [45].

3.5.2 Photon selection

Selection of the reconstructed photons uses a cut-based selection flow. The baseline
requirements are listed in Table 3.4 and are kept the same for all three years. The
isolation requirements are different for the charged and neutral particle-flow hadron,
or the particle-flow photon fluxes within a cone of ∆R < 0.3. In order to mitigate the
dependence of the selection efficiency on pileup, various independent effective area cor-
rections Aγeff,ch, Aγeff,nh, and Aγeff,γ are applied for the charged and neutral particle-flow
hadron, or the particle-flow photon fluxes respectively. Values of effective areas are
outlined in Table 3.5 which are same for the three years, compatible with the require-
ments on the baseline selection. These baseline selection requirements correspond to
the ‘Fall17 tight’ cut-based selection criteria provided by the Egamma POG.

Moreover, to enrich the purity of photons in the single-photon CR which will be dis-
cussed in Sec. 5.6.1, a few additional selection requirements are applied in a similar
way as in Ref. [46]. These additional requirements are outlined in the following,

• Particle-flow photon requirement:

• Pixel seed and electron vetoes: These two vetoes reduce contamination from e →
γ fake photons.

• σiηiη > 0.001 and σiφiφ > 0.001: These requirements remove the ECAL noise in
real data characterized as a single-cell spike. These upper values are determined
according to ones described in section 5.6 of Ref. [47].
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Table 3.4: The baseline selection requirements on the photons are listed. The require-
ments are kept the same among the three data taking periods.

Requirement Value for |ηSC|< 1.479 Value for |ηSC| ≥ 1.479

H/E < 0.02148 0.0321

σiηiη < 0.00996 0.0271

Ich < 0.65 0.517

Inh <
0.317+0.01512×pγT 2.716+0.0117×pγT
+2.259 ·10−5×pγ2

T +2.3 ·10−5×pγ2

T

Iγ < 2.044+0.004017×pγT 3.032+0.0037×pγT

Table 3.5: The values of the effective areas Aγeff,ch, Aγeff,nh, and Aγeff,γ used in each |ηSC|
range to mitigate the dependence of the isolation requirement on pileup. The same
values are used in all three years.

|ηSC| range Aγeff,ch Aγeff,nh Aγeff,γ

< 1 0.0112 0.0668 0.1113

[1,1.479) 0.0108 0.1054 0.0953

[1.479,2) 0.0106 0.0786 0.0619

[2,2.2) 0.01002 0.0233 0.0837

[2.2,2.3) 0.0098 0.0078 0.1070

[2.3,2.4) 0.0089 0.0028 0.1212

≥ 2.4 0.0087 0.0137 0.1466
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• EMIP < 4.9 GeV : This quantity is the total minimum-ionizing particle energy in
the photon cluster, deposited in the ECAL by a beam halo muon that might leave
a trail of low-energy clusters along its trajectory. The upper value for EMIP is
chosen as described in section 5.6 of Ref. [47].

• |tseed|< 2ns (−2ns < tseed < 1ns in 2018): This is a further rejection of electro-
magnetic showers coming from a beam halo muon with slightly earlier hits than
the prompt collision products by comparing the timing readout of the ECAL seed
relative to the estimated collision time.

3.6 Jets

3.6.1 Jet reconstruction

The direct observation of particles like quarks and gluons is not possible. However,
as a result of the parton shower and hadronization processes, numerous particles are
produced, and quarks and gluons manifest themselves as collimated sprays of hadrons,
which are known as jets. Jets are the experimental evidence of quarks and gluons pro-
duced in high energy collisions like proton-proton collisions at CMS.

Jets are reconstructed from PF candidates after removing charged hadrons identified by
the “charged hadron subtraction” (CHS) procedure as being due to pile-up interactions
[48], and loose muons and electrons. Afterward, the remaining particles are clustered
using the anti-kT algorithm [49–51] with a distance parameter of 0.4.

3.6.2 Jet identification and corrections

In this analysis jets are required to satisfy pT ≥ 30 GeV and |η|< 4.7, unless otherwise
specified. They also must be separated from all leptons and photons that pass the selec-
tion criteria of this analysis. For this purpose, the distance parameter ∆R > 0.4, where
(∆R)2 = (∆φ)2 +(∆η)2 is the distance between the two objects in the η−φ plane. A
multivariate technique is used to suppress jets from pileup interactions [33, 52], and the
technique also helps reduce detector noise. The tight JetMET POG working point is
applied for this pileup jet identification requirement [53].

The energy of the jets are corrected for the calorimetric energy scale (JES corrections),
and the pT of the simulated jets are smeared further for the differences in resolution
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between the real and simulated data (JER corrections). Furthermore, due to malfunc-
tioning of the HEM 15/16 detectors in the period of data taking in 2018, the events in
runs number after and including 319077 in 2018, are rejected if they contain a jet inside
the span of the HEM 15/16 detectors, i.e. −3< η <−1.4,−1.6<φ<−0.8 in the η−φ
plane.

3.6.3 b-tagging

Jets are tagged as b-tagged jets using the DeepJet algorithm [54], which provides perfor-
mance improvements over the DeepCSV algorithm [55, 56] by using approximately 650
input variables related to PF candidates, vertexing and jet constituents, and improved
neural network training. The b-tagging can be considered for all jets with |η| < 2.5
(|η| < 2.4 in 2016 due to different tracker geometry). The loose (tight) working point
is defined in this analysis based on the “loose” (“medium”) working point prescription
of the “JetMET” POG in order to veto (accept) events with b-tagged jets in the signal
region (the control region for the nonresonant background estimation).

3.7 Missing Transverse Momentum

In principle the energy and momentum is conserved in pp collision, however, some
particles may escape CMS detectors due to their weak interactions such as neutrinos
and possible BSM particles, or as a matter of detectors inefficiency. Therefore, almost
in all events there is a potential imbalance in energy and momentum. The imbalance in
energy and momentum can be estimated in transverse plane as following,

~p miss
T =−∑

i

~pT(i), (3.3)

where the vector ~pT(i) is the transverse momentum of PF candidate i and the index
i runs over all PF candidates including the ones identified by the CHS procedure. In
order to better approximate the true missing momentum, multiplicative corrections are
applied to this quantity [57, 58]. One of the important corrections is the JES correction
applied on jets (as discussed in the Section 3.6.2) that is propagated to ~pmissT which
is called a “Type-1” correction. Despite of the JES correction, the JER correction in
simulation are not propagated to pmiss

T as it is found to over-smear the pmiss
T . Moreover,

pmiss
T filters are applied during event selection in both real and simulated data to reject

the events containing potential fake pmiss
T . The list of these filters are outlined for each

year below which are described in the Section 4.3.1,
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• 2016: goodVertices, HBHENoiseFilter, HBHENoiseIsoFilter, EcalDeadCellTrig-
gerPrimitiveFilter, globalSuperTightHalo2016Filter, BadPFMuonFilter (common);
eeBadScFilter (real data only)

• 2017, 2018: goodVertices, HBHENoiseFilter, HBHENoiseIsoFilter, EcalDead-
CellTriggerPrimitiveFilter, globalSuperTightHalo2016Filter, BadPFMuonFilter,
ecalBadCalibFilter (common); eeBadScFilter (real data only).

In the next chapter (Chapter 4), a specific focus is dedicated to pmiss
T in which correc-

tions, the pmiss
T filters and the performance of missing transverse momentum reconstruc-

tion, will be discussed in detail.



Chapter 4
Missing Transverse Momentum
Reconstruction and Scanning

At the LHC, proton-proton (pp) collisions can produce weakly interacting neutral par-
ticles that go unobserved as they pass through the collider detectors. However, the
presence of these particles can be inferred when they are produced alongside strong or
electromagnetically interacting particles, due to the resulting imbalance in momentum
measured in the plane perpendicular to the beam direction, known as missing transverse
momentum (~p miss

T ).

The pmiss
T is a signature that is very specific to the process that we are studying. In-

strumental MET from the Z+jet process is the main source of experimental uncertainty
in our analysis (see section 5.8). Large pmiss

T (> 125 GeV) is required to suppress the
Z+jet background, which reduces the acceptance for off-shell H→ ZZ→ 2`2ν events
(see section 5.3). The measurement of the remaining instrumental pmiss

T background is
difficult, and is affected by large uncertainties (see section 5.6). In addition, the author
of this thesis contributed to the study of event filters deployed by the CMS collabora-
tion to suppress the contribution of events with anomalous pmiss

T . For these reasons, the
reconstruction and performance of CMS for pmiss

T is detailed in this chapter.

The magnitude of this missing transverse momentum is given by pmiss
T . The precise

determination of ~p miss
T is essential for standard model measurements that involve final

states with neutrinos, such as those featuring leptonic decays of the W and Z boson. In
addition, ~p miss

T is an important observable in searches for physics beyond the standard
model that aim to discover new weakly interacting particles. The pmiss

T arising from
weakly interacting particles will be referred to as ‘genuine ~p miss

T ’ in the following.
However, reconstructing ~p miss

T is prone to experimental resolutions, mismeasurement

45
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of reconstructed particles, and detector artifacts.

4.1 Missing Transverse Momentum
Reconstruction and Calibration

The CMS event reconstruction utilizes two different pmiss
T reconstruction algorithms,

the first is known as PF pmiss
T and the second one is “pileup per particle identification”

(PUPPI) pmiss
T . Although in this chapter the PUPPI pmiss

T is also a part of the study,
in our analysis we do not use PUPPI pmiss

T as in the versions of PF and PUPPI pmiss
T

available by the time of our analysis, the tails of instrumental pmiss
T were slightly larger

for PUPPI pmiss
T than for PF pmiss

T .

4.1.1 The PF and PUPPI estimators of pmiss
T

The PF pmiss
T is based on a complete event interpretation by the particle-flow technique

[59]. It is defined as the negative vector pT sum of all PF candidates recorded by CMS
in a particular triggered event, as depicted in Eq. (3.3) [57, 58].

To address the dependence of reconstructed pmiss
T on pileup, the second algorithm has

been designed which utilizes the PUPPI method [60]. This algorithm incorporates spa-
tial pT distributions of the particle pT around each PF candidate in the event as well as
pileup properties within the event, and tracking data to alleviate the pileup dependence
of various jet and pmiss

T variables.

More precisely, PUPPI pmiss
T uses a variable called α to distinguish between the collinear

structure of QCD and the soft, diffuse radiation present in pileup. This α variable is
computed for each particle in the event, and a weight is derived for each particle from
the comparison of its α value to the distribution of α computed from the nearby particles
that are associated to pileup events.

The α variable for a given particle i is defined as [60],

αi = log ∑
j 6=i

(
pT,j

∆Rij

)2

Θ(R0−∆Rij) (4.1)

where Θ is the step function, i refers to the candidate particle and j to the neighboring
particles inside a cone of radius R0 which is set to 0.4. The ∆Rij is the distance in
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η−φ space between the i and j particles. For |ηi| < 2.5, j corresponds to any charged
PF candidate from the primary vertex of the hard event, whereas, for |ηi| > 2.5, j runs
over all kinds of reconstructed PF candidates including charged and neutral ones. In
addition, charged PF candidates which are not associated with the primary vertex, are
taken into account if they satisfy dz < 0.3 cm, where dz is the distance in z between the
track and the primary vertex.

The PUPPI algorithm uses a measure called the χ2 approximation to estimate the like-
lihood that a particular PF candidate is associated with pileup. The χ2 approximation
reads as,

χ2
i =

(αi− ᾱPU )2

RMS2
PU

, (4.2)

where the variable ᾱPU represents the median value of the alpha variable for all PF
candidates. The RMSPU variable is the root-mean-square (RMS) of the alpha variable
for these pileup-associated PF candidates. In the tracker region, ᾱPU and RMSPU are
calculated using all charged pileup particles (i.e. all charged particles associated to the
pileup vertices) while in the forward region they are calculated using all the particles in
the event. Particles are then assigned a weight given by

wi = Fχ2,NDF=1
(
χ2
i

)
, (4.3)

where Fχ2 is the cumulative distribution function of the χ2 distribution. Eventually,
the momentum of each particle is multiplied by wi when computing PUPPI pmiss

T , and
particles with either a very small weight, or a very small weighted transverse momentum
are not considered in the computation.

4.1.2 pmiss
T Corrections and Uncertainties

Type-1 correction

There are several factors that can contribute to inaccurate estimation of the pmiss
T , in

the CMS experiment. These include non-linearities in the response of the calorimeters
to hadronic particles, energy thresholds in the calorimeters, and inefficiencies in the
tracker. One way to improve the estimation of pmiss

T is to correct the transverse momen-
tum of the jets to the particle level using jet energy corrections, as described in reference



48 4.1 Missing Transverse Momentum Reconstruction and Calibration

[61]. These corrections can then be propagated to pmiss
T in the following way,

Type-I pmiss
T = pmiss

T −∑
jets

(
~pcorr

T,jet−~pT,jet

)
(4.4)

where the term “Type-I pmiss
T ” refers to values of the pmiss

T corrected to account for
the corrections to the energy of the jets reconstructed in the event. All of the results
presented further in the text, use the corrected values of pmiss

T and therefore the prefix
“Type-I” is omitted in order to improve clarity.

In order to accurately correct the pmiss
T , it is necessary to carefully select the transverse

momentum thresholds of the jets used in the calculation. The thresholds should be
chosen in such a way as to minimize the contributions of jets coming from pileup, while
still maintaining a good overall scale for pmiss

T . To achieve this balance, the pmiss
T

algorithms considers all jets with corrected transverse momentum above 15 GeV in the
pmiss

T correction. Additionally, jets that are matched to electrons, photons, or muons are
handled separately in the calculation of corrected pmiss

T . To remove overlap between
jets and electrons or photons, jets with more than 90% of their energy deposited in the
ECAL are excluded from the pmiss

T correction. If a muon reconstructed using both the
inner and outer tracking system or only the outer tracking system overlaps with a jet,
the algorithm subtracts the muon’s 4-momentum from the jet’s 4-momentum and uses a
modified jet energy scale correction in the pmiss

T correction. These steps help to ensure
that the corrected pmiss

T values accurately reflect the true missing transverse momentum
in the event.

φφφ correction

In the LHC collisions, particles are produced uniformly in the azimuthal angle φ, due
to the rotational symmetry of the collisions around the beam axis. This leads to the
expectation that the pmiss

T quantity should be independent of φ. However, an asymmetry
in φ has been observed in the sums of transverse momenta (~pT) of calorimeter energy
deposits, tracks, and reconstructed particles. This asymmetry also results in an asym-
metry in ~p miss

T that exhibits a sinusoidal shape with a period of 2π. This modulation is
present in both Monte Carlo simulated events and collision data and may be caused by
inactive calorimeter cells, anisotropic detector response leading to some φ-dependence,
and possible misalignment or displacements of the detector or beam spot. It has also
been observed that the amplitude of the modulation approximately grows linearly with
the number of pileup interactions. This asymmetry can be represented as a shift in the
x and y components of ~p miss

T i.e. Ex and Ey, respectively, which increases roughly
linearly with the multiplicity of PF candidates. Separate corrections are proposed for
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simulated and data events in order to account for this modulation in ~p miss
T .

Some functions are used to describe the relationship betweenEx andEy and the number
of PF candidates in various η bins. These functions are obtained by fitting a line to the
correlation between these variables. Then the correction on ~p miss

T components are
performed as,

E
corr
x = Ex−

〈
Ex
〉
= Ex−

(
cx0 ·n+ cxs ·n2) (4.5)

E
corr
y = Ey−

〈
Ey
〉
= Ey−

(
cy0 ·n+ cys ·n2) , (4.6)

where the n indicates the multiplicity of PF candidates and coefficients cx0 , cxs , cy0 , and
cys are obtained separately from Drell-Yan (DY) + jet, W + jet and tt̄ + jet candidate
events in both data and simulation samples.

Uncertainties

Since the pmiss
T is not an observable that is directly measured, its accuracy strongly

relies on the accurate measurement of other reconstructed physics objects in the event.
Therefore, the uncertainties of pmiss

T measurement are highly dependent on the topology
of the event. The typical uncertainties are outlined below,

• Jet energy scale uncertainty; 1-12%

• Jet energy resolution uncertainty; 1-7%

• Muon energy scale uncertainty; 0.2%

• Electron and photon energy scale uncertainties; 0.6% in the barrel and 1.5% in
the endcap

• Tau energy scale uncertainty; 1.2%

• Unclustered energy uncertainty

where the “unclustered energy” refers to the total energy of the PF candidates that are
not included in any of the physics objects described in Chapter 3, nor in reconstructed
hadronic tau decays.



50 4.2 Performance of pmiss
T Algorithms

Figure 4.1: The kinematics of Z boson (left) and photon (right) events in the transverse
plane. The ~uT represents the sum of all particles reconstructed in the event except for
the two leptons from the Z decay (left), or the photon (right) [57].

4.2 Performance of pmiss
T Algorithms

Samples with a well-measured isolated photon, or Z boson decaying to two electrons or
muons can be used to investigate the response and resolution of pmiss

T . These events have
little or no genuine pmiss

T and can be selected with little background. The performance of
pmiss

T can be evaluated by comparing the momenta of the vector boson or photon to that
of the hadronic recoil system, which is defined as the vector pT sum of all PF candidates
except for the vector boson or photon and its decay products. Any differences between
the measured momenta can be attributed to the performance of pmiss

T reconstruction.
The transverse momentum of the vector boson and the hadronic recoil are denoted as ~qT
and ~uT respectively. Fig. 4.1 shows the kinematic illustration of ~qT and ~uT.

The hadronic recoil can be broken down into the components parallel (u‖) and per-
pendicular (u⊥) to the boson transverse momentum. These are used to evaluate the
performance of pmiss

T reconstruction. The root mean square (RMS) of the u‖+ qT and
u⊥ distributions (denoted by σ(u‖) and σ(u⊥), respectively) are used to assess the reso-

lution of u‖ and u⊥. The response of pmiss
T is calculated as −

〈
u‖
〉

〈qT〉
, where 〈〉 represents

the mean of the distributions. Fig. 4.2 represents the plots of The PF and PUPPI re-
sponses, and also the PF resolutions as a function of qT in the Z→ µ+µ− , Z→ e+e− ,
and the γ+ jets events. The PF pmiss

T has at better response at lower qT values compare
to PUPPI pmiss

T . In the analysis described in this thesis, we use PF pmiss
T rather than

PUPPI pmiss
T as it hass less tails in the EOY (end-of-year) datasets.
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Figure 4.2: The PF (upper left) and PUPPI (upper right) pmiss
T responses i.e. −

〈
u‖
〉

〈qT〉
are plotted. The resolution of the u‖ (lower left) and u⊥ (lower right) components of
the hadronic recoil as a function of qT are presented. In each plot, the blue, red, and
green points refer to data in the Z→ µ+µ− , Z→ e+e− , and γ+ jets events. The lower
panel of each plot indicates the ratio of the pmiss

T response in data and simulation. The
systematic uncertainties (estimated from the Z→ e+e− sample) are represented as a
gray band in the ratio plot [57].
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4.3 Anomalous pmiss
T Events

There are several reasons why anomalous high pmiss
T events might occur, such as prob-

lems with the event reconstruction or detectors, issues with energy estimation due to
faulty sensors or dead cells, or background events like muon production during beam
collisions (beam halo). Typical problems are, in the ECAL, dead cells, noisy photode-
tectors or beam halo muons producing signals in the photodetectors, in the HCAL, noise
in the hybrid photodiodes (HPD) and readout box (RBX) electronics, and in the HF, di-
rect particle interactions with the light guides and photomultiplier tubes. To address
these issues, various filters known as “MET filters”, were developed and implemented
during LHC Run 1 [58, 62] and modified for use in LHC Run 2 [63] in order to take
into account the upgraded detectors and different data-taking conditions. These filters
aim to identify and eliminate events with spurious high pmiss

T . In addition, a new set of
filters was developed specifically for run 2 to address any previously unknown sources
of artificial pmiss

T .

4.3.1 MET filters

The following provides additional information about the various filters that have been
implemented [64, 65]:

• Beam Halo filters: Beam halos are machine induced particles flying with the
beam, at large radius (up to 5m) which are produced through either beam-gas or
beam-pipe interaction. There are also high energy halo muons which have a non
negligible probability to interact in the calorimeters. Usually beam halos leave
energy deposits peaking around φ = 0 and φ = π. Additionally, the CSC sub-
detector, which has a high ability to accurately reconstruct both collision and non-
collision muons, often experiences interactions that align with energy deposits
in the calorimeter. Accordingly several filters are developed for LHC run 1 and
redesigned for run 2 utilizing information from both the CSC and the calorimeters.

• HCAL filters:

− HBHE Noise filters: This filter aims to identify and eliminate noise signals
from sources like single-ion feedback, magnetic field dependent collective
HPD noise and RBX noise pulses in the HB/HE detector by utilizing geo-
metrical patterns of HPD or RBX channels, as well as information about the
pulse shape and timing. The algorithm uses these features to flag and control
the noise i.e. whether “noise filtering” or “event filtering”.
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− HBHEiso Noise filters: The isolation-based noise filter is used to identify
isolated instances of noise activity in the HBHE detector by combining and
comparing energy deposits in the HCAL and ECAL detectors with tracking
measurements through a topological algorithm. Isolated HB/HE Noise filter
rejects a large fraction of noise not caught by the standard HBHE Noise
filter.

• ECAL filters:

− ECAL Dead Cell Trigger Primitive (ECAL TP) filter: This filter targets
events where ECAL energy recovery is performed based on L1 ECAL trig-
ger primitives that are saturated. When the energy based on the trigger prim-
itives is near the saturation energy, the recovered energy is likely underesti-
mated so that leads to high artificial pmiss

T events.

− EE Bad SC Noise filter: There are four supercrystals (SC) in the EE (end-
cap) region that have been observed to produce anomalously high energy
pulses in the TeV range. These pulses can appear in multiple channels si-
multaneously and are not caught by the standard noise flagging processes in
the EE. This has led to the development of a filter that is designed to identify
and reject events that exhibit this phenomenon.

− ECAL Bad Calibration filter: This filter is designed to flag events where
the pmiss

T is attributed to a noisy EE crystal (based on a crystal list provided
by ECAL). With increasing ECAL ageing, more noisy crystals have been
added to the list. For example, particularly 2018 data in era D are affected.

• Reconstruction filters:

− Bad PF Muon and Bad PF Muon Dz filters: During the LHC Run 2, there
were instances of anomalously high pmiss

T events that were caused by poor
reconstruction of muons during the muon tracking step [25]. These events
were caused by poorly reconstructed muons, which are identified by their
relative pT uncertainty of the muon best track or muon inner track. These
filters were specifically designed to flag such events.

− Primary Vertex filter: This filter simply requires at least one good recon-
structed vertex in the event.
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4.3.2 Performance of MET filters

This section discusses the performance of pmiss
T filters during Run 2. The performance

of such filters is investigated based on the Run 2 data, both the EOY (end-of-year) and
UL (ultra legacy) datasets where the latter has a better calibaration. Moreover, as the
artificial pmiss

T effects have been simulated to a certain extent in the MC samples, this
study is extended to MC samples as well. The performances of the MET filters are
studied according to two properties of the filters such as their efficiencies and noise
rejection fraction. The efficiency of a filter indicates how much the filter is good at not
rejecting physical events. The noise rejection fraction of a filter reveals how much the
filter is good at rejecting unphysical events.

Strategy

To evaluate the filters efficiencies and noise rejection fractions two perpendicular phase
spaces are defined respectively: the noise free region (NFR) and the background en-
riched region (BER). The NFR phase space is specific to each dataset regardless of
which filter is under study. However, the BER phase space is different for each filter un-
der study. The filters that have less than 98% efficiency in NFR are targeted for further
investigations and finally if they could not reach the 98% efficiency they are excluded
from recommended filters. The efficiency and noise rejection fraction definitions read
as,

efficiency =
h pass

h pass−except , (4.7)

noise rejection fraction = 1− h pass

h pass−except (4.8)

where h pass (h pass−except) is the number of events passing all filters (respectively all but
the filter under study), binned in four important observables (PF pmiss

T , PUPPI pmiss
T ,

number of primary vertices and leading jet pT).

Noise Free Region

In order to remove noise contaminations from NFR as much as possible, recommended
identification criteria for jets and muons are applied [39, 66],

• Jet identification
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– 2016: Loose working point (WP)

– 2017 and 2018: TightLepVeto WP

• Muon identification: Medium WP

• Muon PF isolation: Tight WP

The event selection conditions in NFR are outlined as,

• “Jet HT” dataset

– Number of jets (with pT > 200 GeV) ≥ 2

– ∆φ(j1, j2)> 2.9

– 0.8 < pj1
T /p

j2
T < 1.2

– PF pmiss
T < 100 GeV

• “Single Muon” dataset

– Number of muons (with pT > 30 GeV) == 1

– Transvers mass of (muon + PF pmiss
T ) system < 120 GeV

– PF pmiss
T < 100 GeV

Background Enriched Region

To estimate how much a filter is good at rejecting noises, we need to have a phase
space highly populated by noisy events. In the following the event selection for BER of
recommended filters [64] are listed,

• Beam halo filters

– PF pmiss
T > 200 GeV

– Number of jets (with pT > 200 GeV) == 1

– |ηjet|< 2.4 (central jets)

– Jet CHEF (Charged Hadron Energy Fraction) < 0.01

– |φpmiss
T
|< 0.2 or |φpmiss

T
|> 2.9
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– No additional jet with pT > 25 GeV

• Bad PF Muon filters

– PF pmiss
T > 200 GeV

– Number of muons (with pT > 200 GeV) == 1

– No additional muons with pT > 10 GeV

– ∆φ(pmiss
T ,muon)> 3.0

– No additional jet with pT > 25 GeV

• HBHE noise filters

– PF pmiss
T > 200 GeV

– Number of jets (with pT > 200 GeV) == 1

– |ηjet|< 3.0

– Jet NHEF (Neutral Hadron Energy Fraction) > 0.9

– ∆φ(pmiss
T , jet)> 3.0

– No additional jet with pt > 25 GeV

• ECAL bad calibration filter

– PF pmiss
T > 200 GeV

– Number of jets (with pT > 200 GeV) == 1

– 2.5 < |ηjet|< 3.0

– Jet NEMF (Neutral EM Fraction) > 0.9

– ∆φ(pmiss
T , jet)> 3.0

– No additional jet with pt > 25 GeV

• Other filters

– PF pmiss
T > 200 GeV

These investigations resulted in updating some filters such as Bad PF Muon (consid-
ering a threshold for dxy) and ECAL Bad Calibration filters, and also excluding “Bad
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Charged Candidate” filter from recommended MET filters list that is still under inves-
tigation. Figure 4.3 shows recommended MET filters performances in NFR and BER
phase spaces based on 2018 data.

The efficiency plots of the recommended filters show that they are not rejecting physical
events. A decreasing trend for efficiency is seen as the pmiss

T is increasing. This is normal
because the chance of having a noisy event included in the NFR defined above increases
at higher pmiss

T values. In the BER we see that most of the filters are good at rejecting
the noisy events. Although some filters such as “ECAL TP” and “EE Bad SC” filters
have small rejection fraction, we still keep them as their efficiencies are almost 100%.

Performance of pmiss
T tail cleaning

In order to see the effect of cleaning spurious pmiss
T , we compare between MC and

data, before and after cleaning fake pmiss
T . For this purpose, in MC we use samples

having large cross section and fake pmiss
T like QCD with multi-jet production processes;

Processes contributing to significant real pmiss
T are included as well: Z→ νν + jets,

W± → `±ν + jets, tt̄. For data, the EOY and UL MINIAOD samples used for this
purpose are outlined in Table D.1 in the Appendix D. The list of MC samples and the
correspondent cross sections are given in Tables D.2 and D.3 in the Appendix D.

Four sample categories are considered: “cleaned data”, “cleaned MC”, “uncleaned data”
and “uncleaned MC”. There are some common selection cuts performed on events to
select very high pmiss

T and high HT events where HT = ∑
i

piT and i is runs over all jets

with pT > 30 GeV and |η| < 2.4. Such selection cuts applied on all sample categories
are listed below,

• Jets: pT > 30 GeV ; Njets ≥ 2,

• PF pmiss
T > 300 GeV,

• HT > 300 GeV,

• ∆φ(pmiss
T , leading jet)> 0.3,∆φ(pmiss

T ,2nd leading jet)> 0.3.

In addition to the selections above, the “cleaned data” and “cleaned MC” samples are
required to satisfy the following conditions,

• Jets must pass identification criteria known as “JetID” as described in [66] with
the following working points (WPs),

− 2016: “Loose” WP,
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Figure 4.3: Recommended MET filters efficiencies for EOY (top left) and UL (top
right), and their noise rejection fractions for EOY (bottom left) and UL (bottom right)
data w.r.t PF pmiss

T are shown. The plots are based on 2018 data. The list of filters and
the dataset used for each filter are illustrated in the legend. The vertical error bars indi-
cate the statistical error of each bin.
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− 2017: “TightLepVeto” WP,

− 2018: “TightLepVeto” WP.

• Events must pass all recommended MET filters according to reference [64].

• only for data: Events must pass at least one of the following triggers
HLT_PFMET{X}_PFMHT{X}_IDTight_v* (where X = 90, 100, 110,
120, 130, 140).
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Figure 4.4 compares the PF and PUPPI pmiss
T (version 15) distributions in both the data

and MC samples, both before and after applying the recommended filters. Without using
these filters, the pmiss

T distribution has a long tail in both the data and MC samples. The
effect is much more pronounced in the data. However, after applying the filters, there is
improved agreement between the data and simulated samples.

A large fraction of the remaining difference can be attributed to the use of LO samples
for some of the MC processes. However, as we will see later in this thesis, other sources
of discrepancies remain especially in the instrumental pmiss

T . This is mostly due to the
difficulty of perfectly simulating all the details of the detector response. In the analysis
described in this thesis, a data-driven method is used to further improve the modelling
of the instrumental MET. The figure also demonstrates that the uncleaned samples have
peaks in the leading jet φ distribution near 0 and π, which is an indication of anomalous
events. Many of these events are eliminated by the beam halo filter.
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Figure 4.4: Stacked distributions of PF (top) and PUPPI version 15 (middle) pmiss
T ,

and stacked leading jet φ distributions, for the EOY (left) and UL (right) datasets. The
lower panel of each plot is showing the ratio of data and MC distributions. The data
before and after cleaning are indicated as red and black bullet points respectively.





Chapter 5
Analysis of the Off-shell H Boson
Production in the H→ ZZ→ `+`−νν̄
Final State

5.1 Analysis strategy

In this chapter the studies of off-shell H boson production in the H→ ZZ→ 2`2ν final
state will be presented. In this analysis we use data from the CMS experiment at the
LHC corresponding to an integrated luminosity of around 138 fb−1 at a center-of-mass
energy of 13 TeV. The signal searched for is the off-shell contribution of the H boson,
where off-shell in this analysis corresponds to the mass range mH > 200 GeV. In this
range, characteristic enhancements are expected, both in the Standard Model and in the
presence of anomalous couplings (see Chapter 1). We focus on the final state where the
H boson decays into a pair of on-shell Z bosons, one of which decaying into a e+e− pair
or a µ+µ− pair, and the other decaying into a neutrino-antineutrino pair giving rise to
missing transverse momentum. Previous studies [67, 68] have shown that the sensitivity
of this channel to the production of a scalar particle is good when compared to the decay
channels with 4 charged fermions, in the mass range 300-1000 GeV, where most of the
SM off-shell contribution is expected. The gluon fusion (GF) and vector boson fusion
(VBF) production mechanisms are the main production mechanisms of this analysis.
The associated production with a vector boson (VH) typically plays a small role in
this analysis, but can be important when considering anomalous HVV couplings. The
events are classified into 6 categories, according to the charged-lepton flavour (e+e− and
µ+µ− ) and to the number of jets with pT ≥ 30 GeV (0, 1 and ≥ 2 jets).

63
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The signal distribution is estimated by Monte Carlo simulations. Since some produc-
tion processes of Z boson pairs have large interference with the H-boson induced pro-
duction, signal simulation must account for this interference. The analysis makes use
of jet categories, therefore an effort is made to simulate the signal and the interfering
background at the highest order available in QCD. This is achieved by a matrix-element
based reweighting technique that is one of the author’s main contributions to the analy-
sis. The reweighting technique will be described in section 5.2.2.

In this analysis the main backgrounds are:

1) non-interfering diboson production (ZZ, WZ),

2) backgrounds without a true Z boson, called non-resonant, mainly composed of tt̄
and W+W− processes,

3) Z+jet production where the missing transverse momentum is instrumental (‘fake’).

These backgrounds have comparable impacts on the results and must be estimated care-
fully. Diboson production is estimated by Monte Carlo simulations. The other back-
grounds are not well modeled by simulations. Non-resonant background is therefore
estimated from data by selecting eµ events satisfying the same analysis kinematic se-
lections and using the flavour universality of W decays into charged leptons. The Z+jet
background with fake missing transverse momentum is also estimated from data, using
a photon+jet control sample. In the photon+jet sample, the source and distribution of
fake missing transverse momentum are similar to those in Z+jet events.

The signal strength is extracted by a likelihood fit of the expected signal and background
contributions to the histograms of a few kinematic observables. The free fit parameters
are 1) the signal strength of the off-shell GF contribution, and 2) the signal strength of
the off-shell VBF and VH contributions grouped together into what we call the elec-
troweak (EW) contribution. The observables are chosen such that they are expected
to be distributed differently in the signal and in the backgrounds. Some of these ob-
servables target the EW contribution specifically. These are defined only for the event
categories which have ≥ 2 jets. Systematic uncertainties are treated as nuisance param-
eters that are profiled in the fit. The 2`2ν off-shell data are interpreted in terms of the
off-shell signal strengths of the SM GF and VBF production modes. The 2`2ν analysis
results are then combined with previously-published CMS results in the 4` final state to
improve the measured off-shell signal strengths, derive a measurement of the H decay
width, and constrain anomalous HVV couplings.

The simulated samples are described in Section 5.2 In particular, the reweighting tech-
nique applied in order to model the signal and the interfering background at NLO in
QCD is described in detail. The event selection and categorization are described in
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Sections 5.3 and 5.4. The kinematic observables are defined in Section 5.5. The data-
driven estimations of the non-resonant and Z+jet backgrounds are discussed in Section
5.6. The likelihood parametrization is described in detail in Section 5.7. Systematic un-
certainties are described in Section 5.8. Results are presented and discussed in Section
5.9.

5.2 Monte Carlo Simulation

Event simulation and correction techniques are important in this analysis in order to
ascertain the various kinematic properties of the H boson signal with associated jets
and the interference of the different signal processes and moreover to obtain the best
precision in the dominant irreducible background processes, qq̄→ ZZ and WZ, with
the backgrounds that involve the same initial and final states. All events are simulated
using MC sampling methods, and the events are interfaced to PYTHIA 8 [69] for parton-
showering, using version 8.212 for the simulation of the 2016 data period and 8.230 for
the simulation of the 2017 and 2018 data periods. In almost all simulation samples, the
CMS tune CUETP8M1 [70] is used for the 2016 data period, and tune CP5 [71] for the
2017 and 2018 data periods

5.2.1 Simulation of Non-interfering Backgrounds

Various simulation samples are used in the analysis to understand the different back-
ground components in each of the signal or control regions. They are grouped in differ-
ent tables based on whether they are used in the analysis of the signal region or dilepton
control regions (Tables D.4, D.5, and D.6 in the Appendix D for the 2016, 2017, and
2018 data periods, respectively), or the analysis of the single photon control region (Ta-
bles D.7, D.8, and D.9 in the Appendix D for the 2016, 2017, and 2018 data periods,
respectively).

The nominal PDF set used in generating these samples is NNPDF 3.0 [72, 73] for the
2016 data set samples or NNPDF 3.1 [74] for the 2017 and 2018 data set samples
with various LO, NLO, or NNLO QCD choices. However, in the determination of the
qq̄→ VV (VV = WZ or ZZ) background contributions to the signal region, the events
are reweighted to the NNPDF 3.0 NLO QCD PDF, suitable also to the QCD order of
the simulation itself, in order to have a uniform cross section prediction across the data
periods. This detail also applies to the simulation of the signal samples, discussed in
Sec. 5.2.2. The simulated events for the qq̄→ ZZ contribution are further reweighted
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for the NLO EW virtual correction (corresponding to loop diagrams) for two on-shell
Z bosons as a function of the Mandelstam variables ŝ and t̂ for each quark flavor con-
tribution in the initial states [68, 75, 76]. For qq̄→WZ, two contributions exist to the
NLO EW corrections: there is a negative correction due to virtual effects, applied in the
same way as for qq̄→ ZZ, and a positive contribution due to photon-induced processes,
parametrized as a function of ŝ. These two contributions are found to nearly cancel
each other. Both qq̄→ ZZ and qq̄→WZ are reweighted for NNLO QCD effects as a
function of mVV [13, 77, 78]. The NLO EW correction reaches a value up to −15% at
mVV = 1 TeV with a comparable uncertainty driven by cross-contamination with NLO
QCD corrections, and the NNLO QCD correction is an approximately uniform +15%
correction at high mZZ values in the ZZ case.

5.2.2 Signal and Interfering Backgrounds Modeling

Since the analysis is categorizing events according to the number of jets, the simulation
of the signal and interfering backgrounds should be made at the highest order available
in QCD. No generator is available for the simulation of the off-shell tail beyond LO.
Therefore, samples generated at NLO with different values of the H boson pole mass
in the range 125-3000 GeV are reweighted and combined in order to obtain the spectra
corresponding to the different signal hypotheses, to the SM background, and to their
interference. The simulation of the samples with fixed H pole masses is described in
section 5.2.2.1. The reweighting technique is detailed in section 5.2.2.3 and its validity
is discussed in section 5.2.2.4. Eventually, the differences between direct simulation at
LO and reweighted NLO samples are shown for the GF and EW processes in section
5.2.2.5.

5.2.2.1 Event Simulation

As pointed in Sec. 5.1, in this analysis we consider two main H boson production
processes i.e. GF and VBF. In part of the phase space, the VBF process interferes with
the VH process in which the V boson in which V stands for vector bosons such as W±

and Z bosons, decays into a quark-antiquark pair. The ZH→ ZZZ→ 2`2ν+2jets can
also contribute in the off-shell signal region even when the H boson is on-shell. We
therefore also need to include the VH processes in order to obtain the full topology.

These events are simulated in two steps. The first step involves producing the events
with a stable H boson in GF, VBF, ZH, or W+H and W−H production modes using the
POWHEG 2 [79–83] event generator. The GF and VBF production modes are generated
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at NLO in QCD, and the VH production mode is generated by including the MiNLO
HVJ add-on [84, 85], which brings the precision of event generation up to NNLO in
QCD.

POWHEG does not allow the simulation of the off-shell spectrum. However samples are
produced with wide range of H boson pole massesmH i.e. 125, 160, 170, 180, 190, 200,
210, 230, 250, 270, 300, 350, 400, 450, 500, 550, 600, 700, 800, 900, 1000, 1500, 2000,
2500, and 3000 GeV that can be reweighted and combined into a continuous spectrum
ranging from low mass values (around 125 GeV) up to 3 TeV. As the H boson pole mass
can have a very high value like 1 TeV and etc., in order to allow for the presence of a
stable and broad resonance generation in POWHEG, the H boson propagator is defined
in the complex-pole scheme (CPS) [86]. Even for the low pole mass values, the same
H boson propagator i.e CPS is used consistently to allow the application of a uniform
reweighting procedure described later in this section (Sec. 5.2.2.3). In the reweighting
procedure the CPS propagator, which is part of the samples generated by POWHEG,
is reweighted to a regular Breit-Wigner (BW) propagator based on the SM H boson
properties i.e. mH = 125 GeV and ΓH = 4.07 MeV . All distributions shown from
these samples use the NNPDF 3.0 NLO nominal PDF set with αS = 0.118. The list of
cross sections of all samples in different production modes are shown in Table 5.1 as
well.

The second step of the simulation involves decaying the H boson to H → 2`2ν final
states through intermediate Z or W bosons using the JHUGen [16, 87–90] program
versions between 6.9.8 and 7.4.0. Afterwards, the events are interfaced to PYTHIA
8.230 [69] for parton showering and underlying event simulation using the CMS tune
CP5 [71].

5.2.2.2 Precision Corrections

In addition to what is presented in table 5.1 for cross sections, we apply the ratio of the
gluon-fusion cross section computed at NNLO in QCD to the one computed at NLO.
This ratio is further referred to as NNLO/NLO ggF k-factor. This factor is computed
and applied as a function of mVV [91] and inclusively in jet bins. The N3LO / NNLO k-
factor value i.e. a uniform k-factor of 1.1, computed at mVV = 125 GeV, is also applied
on the GF process, uniformly across the mVV spectrum and for all jet bins [91].
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Table 5.1: The cross section values for the different H boson production modes are
listed for the samples produced at different values of the H boson pole mass mH using
the POWHEG V2 event generator. The MiNLO HVJ add-on is used in the VH modes.
The cross sections are obtained with the NNPDF 3.0 NLO nominal PDF set. The cross
sections are reported in units of pb.

mH σGF σVBF σW+H σW−H σZH

125 30.0 3.77 8.50×10−1 5.34×10−1 7.53×10−1

160 20.0 3.00 3.89×10−1 2.37×10−1 3.47×10−1

170 17.9 2.79 3.15×10−1 1.90×10−1 2.80×10−1

180 16.3 2.62 2.61×10−1 1.56×10−1 2.31×10−1

190 14.8 2.44 2.15×10−1 1.28×10−1 1.90×10−1

200 13.6 2.29 1.80×10−1 1.06×10−1 1.59×10−1

210 12.7 2.18 1.55×10−1 9.00×10−2 1.36×10−1

230 11.2 1.97 1.14×10−1 6.56×10−2 1.01×10−1

250 9.88 1.75 8.49×10−2 4.77×10−2 7.37×10−2

270 8.86 1.56 6.36×10−2 3.51×10−2 5.49×10−2

300 7.89 1.33 4.29×10−2 2.32×10−2 3.66×10−2

350 8.03 1.04 2.39×10−2 1.24×10−2 2.02×10−2

400 7.14 8.47×10−1 1.47×10−2 7.33×10−3 1.21×10−2

450 5.06 6.90×10−1 9.31×10−3 4.51×10−3 7.60×10−3

500 3.36 5.61×10−1 6.07×10−3 2.90×10−3 4.90×10−3

550 2.21 4.59×10−1 5.11×10−3 1.89×10−3 3.23×10−3

600 1.47 3.80×10−1 2.82×10−3 1.27×10−3 2.21×10−3

700 6.87×10−1 2.71×10−1 1.46×10−3 6.31×10−4 1.12×10−3

800 3.49×10−1 2.02×10−1 8.24×10−4 3.48×10−4 6.22×10−4

900 1.92×10−1 1.56×10−1 5.01×10−4 2.01×10−4 3.72×10−4

1000 1.13×10−1 1.24×10−1 3.18×10−4 1.27×10−4 2.36×10−4

1500 1.46×10−2 4.42×10−2 5.49×10−5 2.04×10−5 3.92×10−5

2000 6.23×10−3 3.45×10−2 2.76×10−5 1.00×10−5 2.00×10−5

2500 2.51×10−3 2.14×10−2 1.18×10−5 4.35×10−6 7.95×10−6

3000 1.19×10−3 1.41×10−2 5.56×10−6 2.12×10−6 4.24×10−6
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5.2.2.3 Reweighting Technique

After the event simulation, we follow a reweighting procedure to obtain the H boson off-
shell signal (for the SM and aforementioned anomalous couplings), the background with
the same initial and final states, and their interference. The simulation of the different
tensor structures (see Eq. (1.34)) for different anomalous couplings follows the methods
developed for the analyses described in Ref. [92]. The reweighting procedure is done
for each production process (i.e. GF, VBF and VH) separately for all aforementioned
hypotheses such as SM signal, SM background and etc.

The main concept of reweighting is to compute the matrix elements probability densities
one time for the available simulated sample i.e. the fixed pole mass POWHEG H boson
signal, and one time for the target hypothesis. We utilize the four momenta of the
incoming quarks and gluons as well as the four momenta of all outgoing final state
particles and the intermediated H boson. Then the event in the sample is reweighted

by the ratio of the square of the computed matrix elements
Ph

Ps
. At the end, in each

process, for a given hypothesis, all samples with different mH values, are combined
such that the full mass spectrum is obtained after the combination step. The details of
matrix elements calculations and the rest of reweighting procedure will be discussed in
the following paragraphs.

The core of the procedure is the reweighting of the hard process using MELA [16, 87–
90] and MELAAnalytics [93] packages. The MELA package provides a C++ interface
to the matrix elements used in the JHUGen and MCFM simulation programs. The H
boson signal or VV continuum amplitudes are taken at LO in QCD from the MCFM
program with the signal amplitudes being modified for BSM HVV couplings using the
amplitude formalism in JHUGen. The MELA package also provides the reweighting
functionality between CPS and BW propagators as the POWHEG samples are only
using one of the propagator types, the CPS one.

It should be note that in matrix element computations, the MELA package uses the
four-momenta of the initial and final state particles configured according to the LO
QCD topology. In the case of the VBF process at NLO or the VH process at MiNLO (∼
NNLO), there is one extra gluon or two extra partons respectively. Therefore, we need
a tool to derive the approximated LO topology expected from the generated N(N)LO
QCD final state configurations. This kind of tool is implemented as a part of the MELA-
Analytics package which tries to merge the four-momentum of any initial or final state
gluon in the hard process (which is prior to parton shower) into that of the incoming or
outgoing quark with the smallest four-vector dot product. This approach corresponds to
the assumption that gluon radiation from the quarks is soft or collinear, which is found
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to give sufficient approximation in previous studies [93, 94] compared to the relevant
statistical precision of the data analyses. The rules of the merging procedure for EW
processes are described below.

• An incoming gluon is never merged into an incoming quark. This rule is invoked
implicitly as the q2 of the pair of incoming partons is always the largest compared
to that of any other pair of partons in the event.

• Gluons are never merged into the decay products of the H boson from the JHUGen
step as they are produced during the production of the H boson with no prior
knowledge about the boson’s decay.

• Gluons are also never merged into the decay products of the associated W or Z
boson in the VH samples. Doing so distorts the Breit-Wigner nature of these
resonances significantly.

• All merging is done in the convention of outgoing particles. This means the four-
momenta and charge of incoming particles are reversed in the intermediate steps
when those of the two merged particles are summed.

• When an incoming gluon is merged into an outgoing quark, the charge (i.e., PDG
id), and the four-momentum of the quark are reversed in the final step of the LO
topology construction. This reversion is done so that the event topology ensures
having exactly two incoming quarks as expected by the LO matrix elements.

• In VH samples, when extra gluons are encountered, the merging of individual glu-
ons and that of a combined gluon (i.e., from a g→ gg process) are all considered
separately.

• In VH samples, it is also possible to encounter two extra quarks instead of gluons.
These extra quarks are merged into a gluon substitute first, as they are from a g→
qq̄ branching process, before the merging of this gluon substitute is considered.

• Every merging case is considered, and those that do not produce an incoming-
outgoing parton composition that is compatible with the LO physics process of
the sample (i.e., VBF, ZH, or WH) are skipped.

• A momentum redistribution procedure is applied on the incoming and outgoing
particles associated with H boson production so that the resultant topology fea-
tures massless particles, which is what is required by the use of massless spinors
in matrix elements. Denoting the momenta of the two final incoming or outgo-
ing partons as p1 and p2, an intermediate four-momentum k is added to p1 and
subtracted from p2 such that |p1 + k|2 = |p2− k|2 = 0. This step is common to
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any matrix element computed using the MELA package. Because event-by-event
reweighting is done through a ratio of matrix elements, which are invariant under
any arbitrary boost of the event topology, and because factors coming from PDFs
cancel in the ratio, the common boost of all particles does not affect reweighting
as long as momentum conservation is maintained strictly, and is therefore adjusted
arbitrarily.

In contrast with the EW processes, the NLO QCD corrections on the GF process are
already known to be large [7], but such corrections are not factorizable due to the fact
that the GF process is induced by QCD loops. Therefore, the full matrix element at
NLO in QCD would have to be used ideally, but those matrix elements are not known
for the continuum contribution of the full gg→ VV amplitude yet. Hence, the matrix
element calculations for the GF process is done using the decay products of the VV
system kinematics and boosting all VV decay products to the pVV

T = 0 frame. Then the
value of pVV

z is used, together withmVV to assign the four-momenta to the two incoming
gluons expected in the tree level amplitude.

It should be noted that, since in the two-stage event simulation (i.e. the POWHEG pro-
duction and JHUGen decay), only the s-channel diagrams are considered, the denomi-
nator of the reweighting factors uses only the s-channel diagram as well. The numerator
of the weights, instead, includes the full set of Feynman diagrams which are appropriate
for gauge invariance. So in the case of H boson signal amplitudes, in the numerator of
GF process only s-channel diagrams are considered, however, for the EW processes the
combined s + t + u-channel is considered, where subdominant contributions come from
the t and u channels.

Furthermore, the POWHEG program generates events for the decay of the H boson
without any specific assumptions about the decay process. Therefore, the program ap-
proximates the dependence of the H boson decay on the H boson mass (mVV) using
a factor that includes the full total width of the H boson, denoted as mVV×ΓH(mH).
The values of ΓH(mH) are taken from Ref. [95]. However, this approximation is not
accurate enough for the SM decay of H→ VV. To improve the accuracy, we need to
correct the partial decay width of each sample. For this we reweight the samples with
mH ≥ 200 GeV based on the expected evolution of the H→VV partial decay width as a
function of mVV. This correction is calculated relative to the pole mass of each sample.
Events with mH < 200 GeV are not corrected because they have very small total decay
widths and the corrections are negligible.

The reweighting procedure is split into several steps. Since reweighting is performed
over a broad mVV spectrum, and as the kinematics of samples at different mH values
differ only over this quantity, themVV spectrum is first divided into bins that enclose the
different mH values. The bin boundaries are determined as the average of two consecu-
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tive mH values, except when there is a relatively large interval between mH values like
formH = 125 GeV and 160 GeV, in which the interval is split atmVV = 136.7 GeV and
148.3 GeV. We classify the weights as native sample weights and reweighting weights.
Native sample weights include any weight coming from the POWHEG simulation or
the partial decay width correction, and also include a constant normalization factor for
the cross section and the branching ratio of the sample. Regarding the samples BR, it
should be noted that all samples BRs are corrected back to the 125 GeV sample. The
reweighting weights are defined as the product of the ratios of matrix elements corre-
sponding to different target hypotheses (SM or BSM signal, background, interference)
and of the CPS to BW factors. Events with artificial large weights, which show up
because of statistical fluctuations in the samples, are removed according to an outlier
rejection algorithm detailed in Appendix A.

Once events with large reweighting weights in any hypothesis are removed from all
hypotheses, the events in each mVV bin need to be combined according to the number
of effective events in that bin for that sample. The number of effective events Nsi

eff,
defined as:

Nsi
eff =

Sh0
si

2

V h0
si

, (5.1)

where

Sh0
si = ∑

j

wsj · rh0
sj (5.2)

V h0
si = ∑

j

w2
sj · rh0

sj
2
,

where the index s denotes the sample, i denotes the mVV bin, h0 denotes a reference
target hypothesis, the weightw denotes the product of native sample weights, the weight
r denotes the reweighting weight, and the sum over index j runs over the events in bin i
of sample s. Regarding the reference target hypotheses, one may choose any hypothesis
without loss of generality, since all would provide statistically consistent results. In
this study the SM signal hypothesis is chosen as the reference target hypothesis h0.
The weight of the sample s in the mVV bin i is determined as the fractional size of the
number of effective events from sample s in bin i,

Wsi =
Nsi

eff

∑
k
Nki

eff
. (5.3)
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The Wsi weight is determined in two iterations. In the second iteration, it removes
events of sample s in the bins with a relative contribution smaller than 0.01 (0.005 in
the case of the GF production mode) unless the bin in question is immediately adjacent
to the bin of the sample that encloses the value of its mH . If the bin to be removed is
positioned at the left (right) of this central bin (bin i), all preceding (succeeding) bins
are also removed. As the last step, for each sample with mH > 200 GeV the cross
section normalization factor need to be calculated back to the sample with mH = 200
GeV taken as a reference sample. This cross section normalization factor is based on
the sum of Sh0

si over common bins for a sample s and sample s−1 with non-zero Wsi.
Finally, the cross section normalization factor for sample s, Xs is computed as,

Xs =
s

∏
k=s0+1

Rk (5.4)

Rs =

∑
js−1

Sh0
(s−1)j ·H (Wsj) ·H

(
W(s−1)j

)

∑
js

Sh0
sj ·H (Wsj) ·H

(
W(s−1)j

) ,

where s0 denotes the sample withmH = 200 GeV, andH is the Heaviside theta function.
The Xs for samples with mH ≤ 200 GeV is set to be 1. Now, the final weights for any
target hypothesis h is determined to be the product of rhsj ,wsj ,Wsi, and Xs.

5.2.2.4 Quality of the LO Approximation for the NLO EW Event Topology

The idea of computing ME weights for NLO samples on the basis of a correspond-
ing LO topology, obtained by the merging procedure described earlier, can be vali-
dated by checking the agreement with characteristic distributions simulated at LO for
a few processes. In this section, we illustrate this validation for EW processes. By
lack of centrally-produced LO samples for the qq→ 2`2ν+(qq) final state, the com-
parison is done with qq->4l+qq final-state samples to which we have applied the merg-
ing procedure. We also include a comparison with the unmerged NLO distributions,
but we will defer the discussion of the differences to next section, where a more rel-
evant comparison is made after parton showering. The LO samples are generated via
JHUGen/MCFM in which the samples are produced with the same PDF set as that used
for the POWHEG samples in order to minimize differences in parton distributions when
comparisons are examined. Besides JHUGen/MCFM samples, the PHANTOM event
generator and the JHUGen on-shell-only generation mode samples are also studied as
additional references pertaining to the off-shell region and the on-shell region respec-
tively. These two sets of samples are produced with the NNPDF 3.0 LO QCD PDF set
with αS = 0.130. For unmerged NLO samples, the two leading jets are taken as the
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Figure 5.1: Two topologies of the H boson production and decay: vector boson fusion
qq→ VV(qq)→ H(qq)→ VV(qq) (left); and the VH i.e. the associated H boson
production qq→V→VH→ ff̄H→ ff̄VV (right). The incoming particles are shown
in brown, the intermediate vector bosons and their fermion daughters are shown in
green, the H boson and its vector boson daughters are shown in red, and angles are
shown in blue. The angles are defined in either the H or V boson rest frames [87, 89].

two outgoing partons leading in pT. Before doing the comparisons, some selection cuts
are applied on the events which are tighter than those placed at generator level on any
of these examined samples. Leptons (i.e. electrons and muons) are required to satisfy
pT ≥ 7 GeV and |η| < 2.4, and the first two leading-pT outgoing partons are required
to satisfy pT ≥ 30 GeV and |η| < 4.7. Moreover, the requirements m`` ≥ 4 GeV on
any dilepton pair with same flavor and opposite charge, mjj ≥ 30 GeV over the two
leading-pT partons, and |∆Rj,`|> 0.4 over any parton-lepton pair are imposed.

As described in [87–89] a generic qq → X → V1(q1)V2(q2) → 4f interaction (X is
determined as H boson in our case) can be fully characterized by three invariant masses
mV1V2 ,mV1 , and mV2 , and the five angles defined in Fig. 5.1. Due to the fact that the
H→ f1f2f3f4 (H boson decay), f1f2→ f3f4VV,VV→ H (VBF), and f1f2→ V∗→
H+f3f4 (VH) diagrams can be taken as space-time transformations of each other, these
kinematic variables fully describes the EW processes (i.e. VBF and VH) in our study. In
the following discussion, we will examine the angular quantities cosθ1, cosθ2, cosθ∗,
Φ1, and Φ demonstrated in Fig. 5.1, and the squares of the four-momenta of the V
bosons, q2

1 and q2
2 . Further details can be found in Ref. [88].

In the case of VBF-like definitions, the q2 variables correspond to the virtual Z or W
exchange, so they are negative. For this reason, cosθ1 and cosθ2 for this topology are
defined in the H boson rest frame instead of the rest frame of V bosons. In VH-like
definitions, V1 in the computation of cosθ1 is taken to be the incoming off-shell V∗
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boson.

The first set of comparison is displayed for off-shell H boson production in Figs. 5.2
and 5.3 for the VBF (mjj > 130 GeV ), Figs. 5.4 and 5.5 for the ZH (80 GeV <mjj <
100 GeV with compatible initial and final partons), and Figs. 5.6 and 5.7 for the WH
(70 GeV < mjj < 90 GeV with compatible initial and final partons). All kinematic
variables are observed to agree well among the LO samples and with the reweighted
NLO samples when the LO approximation method (merged scenario) is used.

The most challenging EW contribution to either simulate or reweight from the NLO
POWHEG samples is the continuum-only ZZ production with two associated partons:
many more Feynman diagrams are involved in this contribution than the number of H
boson-related diagrams, and when reweighting is done from generated events with only
s-channel H boson diagrams, significant changes in the tensor structure are expected,
which makes reweighting more susceptible to statistical fluctuations from event genera-
tion. Comparisons are displayed in Figs. 5.8 and 5.9, Figs. 5.10 and 5.11, and Figs. 5.12
and 5.13 for ZZ production through vector boson scattering (VBS), ZZZ, and WZZ
topologies, respectively, where the 4` system is produced at high invariant mass. The
definition of these topologies is kept the same as for the aforementioned VBF, ZH, and
WH counterparts, respectively.

In the next section the comparison of LO samples i.e. JHUGen/MCFM samples, and
reweighted samples i.e. the POWHEG samples, will be made and discussed in detail.
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Constraints:
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Figure 5.2: The distributions of cosθ1, cosθ2, Φ1, Φ for off-shell H boson production
in the SM EW signal process. The requirement mjj > 130 GeV is applied on all dis-
tributions to emphasize the VBF-like topology. All distributions are normalized to unit
area.
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Constraints:
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Figure 5.3: The distributions of cosθ∗,
√
−q2

1 ,
√
−q2

2 , and mjj for off-shell H boson
production in the SM EW signal process. The requirement mjj > 130 GeV is applied
on all distributions to emphasize the VBF-like topology. All distributions are normal-
ized to unit area.
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Figure 5.4: The distributions of cosθ1, cosθ2, Φ1 and Φ for off-shell H boson produc-
tion through the SM EW signal process. The requirement 80 GeV < mjj < 100 GeV
is applied along with requirements on the initial and final state composition to empha-
size the ZH-like topology. All distributions are normalized to unit area.
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Figure 5.5: The distributions of cosθ∗, m4`+jj and mjj for off-shell H boson produc-
tion through the SM EW signal process. The requirement 80 GeV < mjj < 100 GeV
is applied along with requirements on the initial and final state composition to empha-
size the ZH-like topology. All distributions are normalized to unit area.
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Figure 5.6: The distributions of cosθ1, cosθ2, Φ1 and Φ for off-shell H boson produc-
tion in the SM EW signal process. The requirement 70 GeV < mjj < 90 GeV is ap-
plied along with requirements on the initial and final state composition to emphasize
the WH-like topology. All distributions are normalized to unit area.
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Figure 5.7: The distributions of cosθ∗, m4`+jj and mjj for off-shell H boson produc-
tion through the SM EW signal process. The requirement 70 GeV <mjj < 90 GeV is
applied along with requirements on the initial and final state composition to emphasize
the WH-like topology. All distributions are normalized to unit area.
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Figure 5.8: The distributions of cosθ1, cosθ2, Φ1 and Φ for the SM EW continuum-
only ZZ production process with 4` production in the off-shell region. The require-
ment mjj > 130 GeV is applied on all distributions to emphasize the VBF-like topol-
ogy. All distributions are normalized to unit area.
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Figure 5.9: The distributions of cosθ∗,
√
−q2

1 ,
√
−q2

2 , and mjj (from top left to bottom
right) for the SM The requirement mjj > 130 GeV is applied on all distributions to
emphasize the VBF-like topology. All distributions are normalized to unit area.
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Figure 5.10: The distributions of cosθ1, cosθ2, Φ1 and Φ for the SM EW continuum-
only ZZ production process with 4` production in the off-shell region. The require-
ment 80 GeV <mjj < 100 GeV is applied along with requirements on the initial and
final state composition to emphasize the ZZZ-like topology. All distributions are nor-
malized to unit area.



85

Constraints:
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Figure 5.11: The distributions of cosθ∗, m4`+jj and mjj for the SM EW continuum-
only ZZ production process with 4` production in the off-shell region. The require-
ment 80 GeV <mjj < 100 GeV is applied along with requirements on the initial and
final state composition to emphasize the ZZZ-like topology. All distributions are nor-
malized to unit area.
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Figure 5.12: The distributions of cosθ1, cosθ2, Φ1 and Φ for the SM EW continuum-
only ZZ production process with 4` production in the off-shell region. The require-
ment 70 GeV < mjj < 90 GeV is applied along with requirements on the initial and
final state composition to emphasize the WZZ-like topology. All distributions are nor-
malized to unit area.



87

Constraints:
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Figure 5.13: The distributions of cosθ∗, m4`+jj and mjj for the SM EW continuum-
only ZZ production process with 4` production in the off-shell region. The require-
ment 70 GeV < mjj < 90 GeV is applied along with requirements on the initial and
final state composition to emphasize the WZZ-like topology. All distributions are nor-
malized to unit area.
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5.2.2.5 Comparisons after Parton Shower and Event Reconstruction

A fair comparison between LO and NLO samples should be made after parton shower-
ing (PS) since the PS is meant to compensate for the lack of higher-order terms in the
event generation. This is the focus of the present section. The distributions of kinematic
quantities are compared in different fractions of the phase space. Comparisons are made
inclusive in jet multiplicity, as well as in the 0, 1 and ≥ 2 jet multiplicity bins. In the
latter bin, particular attention is given to the off-shell region, and to regions with jet
topologies that are characteristic of EW processes. To bring the distributions closer to
the analysis conditions, kinematic observables are studied at reconstruction level, after
applying an event preselection meant to emulate the preselection applied in the anal-
ysis of real data. The leptons (respectively the jets clustered according to the anti-kT
algorithm [49–51] with a ∆R = 0.4 parameter) are required to satisfy pT ≥ 7 (respec-
tively 30) GeV and |η| < 2.4 (respectively 4.7). An extra cut m`` > 4 GeV on any
charged lepton pair with same flavor and opposite charge is applied to reject events with
low-mass resonances. Comparisons in the gg process also feature the relevant k-factors
mentioned in Sec.5.2.2.2, to scale the contributions to N3LO in QCD inclusively.

In order to match the predicted cross sections by POWHEG/JHUGen and JHUGen/MCFM
at |mVV− 125 GeV | < 0.05 GeV, the JHUGen/MCFM samples are scaled by overall
normalization factors. These overall normalization factors are computed to be 1.0 and
1.09 for GF and EW processes respectively. In GF case, this factor is obtained from the
ratio of the SM signal cross sections after the quoted requirements on charged leptons;
And for EW processes the ratio of the sums of the SM signal cross sections for the VBF,
ZH, and WH processes are used in which the lepton and quark selection requirements
are the same as what is used at hard process level described in Sec. 5.2.2.4.

In the comparisons shown below, we consider the following set of theoretical uncertain-
ties in the same ways they are considered in Refs. [93, 96]:

• Renormalization scale: The renormalization scale is varied by a factor of 0.5 or
2, and the effect is included through per-event weights. In the case of the GF
process, the weights are applied such that the relative variations resulting from
these weights are scaled as a function of truemVV to those for the inclusive NNLO
k-factor variation [91].

• Factorization scale: This source is considered to be uncorrelated from other un-
certainty sources, and the scale is varied in the same way as the renormalization
scale. The GF process is adjusted to match the inclusive NNLO k-factor variations
in the same way as above.

• αs(mZ): A variation of αs(mZ) = 0.118± 0.0015 is considered. The variations
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for the GF process are adjusted to match those for the inclusive k-factor in the
same way as above.

• PDF variations: This variation is taken as a conservative, envelope-type varia-
tion evaluated on a per-event basis over 100 variations from NNPDF [73] using
the Hessian method. The gg process is adjusted to match the inclusive k-factor
variations in the same way as above.

• Scale variations in parton shower: The scale variations are taken from additional
per-event weights calculated from PYTHIA. The variation multiplicative factors
considered are 0.25 and 4. The weights for the variations of initial- (ISR) and
final-state radiation (FSR) are calculated separately, and the “down” and “up”
variations are obtained by multiplying the ISR and FSR weights computed with
the factors of 0.25 and 4, respectively.

• Simulation of the second jet in the GF samples: The uncertainty is evaluated as
the difference of the nominal POWHEG samples generated at the pole masses
mH = 125 GeV and mH = 300 GeV from the simulation with the MiNLO HJJ
program [97], generated at the same pole masses. The reweighting factors are
parametrized in three dimensions, in bins of mVV below or above 150 GeV, in
bins of pVV

T /mVV, evaluated for the hard process, and in bins of 0, 1, and ≥ 2 in
the number of jets (Nj), with the jet definition as aforementioned.

• Approximation of the NNLO QCD corrections to the continuum gg→ ZZ contri-
bution: Because the signal k-factor is applied on all contributions in the GF pro-
cess, the continuum ZZ contribution is multiplied by a factor kgg = 1±0.1. The
interference between the continuum amplitude, and the SM or BSM signal am-
plitudes is multiplied by

√
kgg accordingly. The uncertainty of 0.1 is determined

based on the level of disagreement observed between the amounts of corrections
the SM signal and continuum ZZ contributions receive at approximately NLO in
QCD [98].

It should be noted that in the error bands shown in the subsequent comparisons does not
include PYTHIA tune uncertainties and the theoretical uncertainties in the JHUGen/MCFM
samples are also not considered. On top of the aforementioned theoretical uncertainties
the statistical uncertainties, computed simply from the sums of squared weights, are also
added in quadrature for illustration in the displayed uncertainty bands. Furthermore, in
the following comparisons the H boson is either a SM particle or a pure pseudoscalar
(PS) which corresponds to anomalous coupling a3 = 1.

Figures 5.15 and 5.16 show the comparison of the mVV spectra inclusive in jet kinemat-
ics, and either inclusive or split in different Nj categories. No significant disagreement
is observed in the inclusive mVV line shape of the GF process, and the discrepancies in
the transition region between 130 GeV and 200 GeV are understood to arise from the
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lack of statistics in the reweighted sample, which could be improved if samples with a
finer binning in mH were used. In contrast, the sum of the reweighted POWHEG EW
production samples predicts more events than its JHUGen/MCFM counterpart in the
off-shell region, especially in the mass interval 200-500 GeV. This observation is made
even in the SM signal hypothesis, shown in red in the figure. For this hypothesis, apart
the from different propagator model, the reweighting does not affect the kinematics of
the events simulated at NLO by POWHEG. The difference indicates that the LO samples
with parton shower do not approximate the EW processes very well, in particular in the
low jet multiplicities, and also inclusively. When split in exclusive Nj categories, dis-
agreements from event migration across jet multiplicities, effects are observed in both
production mechanisms.

We also examine the comparisons in the Nj ≥ 2 category more extensively by splitting
the events further into VBF-like topologies i.e. the events with mjj ≥ 130 GeV and
|∆ηjj| ≥ 3, and VH-like topologies i.e. the events with 60 GeV ≤mjj < 130 GeV and
|∆ηjj| < 3. It is important to note that the GF production mode is one of the dominant
modes contaminating the VH processes, so it is useful to look at the behavior of this
process just like the target EW production mode. As can be seen from Fig. 5.17, in
the LO samples shows less (respectively more) events as compared to the NLO samples
in the Nj ≥ 2, VH- (VBF-) like topology below (above) 350 GeV . For most of these
regions, the disagreements are beyond the uncertainties predicted from the POWHEG
simulation.

In the EW process, while the VBF-like topology shows good agreement, the LO sam-
ples slightly over-predict the contribution from the continuum below 600 GeV , lying
beyond the uncertainties in the POWHEG prediction. In the VH-like topology, however,
the region below 600 GeV is severely under-predicted by the LO samples. The source
of this under-prediction can be partially attributed to the requirements placed at the gen-
eration of the LO samples on the outgoing quarks from the hard process pq

T > 15 GeV ,
|ηq| < 6.5, ∆Rqq > 0.3, and mqq > 30 GeV . In order to examine how much the dis-
agreement improves, we produce an alternative set of comparisons in Figs. 5.18 and
5.19 by placing the tighter requirements of pq

T > 30 GeV , |ηq| < 4.7, ∆Rqq > 0.4, and
mqq > 50 GeV . The kinematics of quarks in the case of the POWHEG samples are
corrected based on the gluon merging scheme to emulate the LO topology, as described
in Sec. 5.2.2.3. We observe that even after these tighter requirements, disagreements in
the Nj = 0 and 1 categories remain even though they are reduced. The disagreement in
the VH-like topology within the Nj ≥ 2 category improves only slightly, and the dis-
tributions in the VBF-like topology remain very similar. Therefore, for the rest of the
discussion, we do not apply the tighter requirements on the quarks in order to observe
the full extent of where disagreements could also arise in other kinematic quantities
in the Nj ≥ 2 category, observing also that these additional requirements do not make
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substantial difference in the distributions.

It is instructive to examine the distributions of mjj in different bins of mVV in order
to understand the evolution of these variables in the off-shell region. From Figs. 5.20
and Figs. 5.21, one might notice that the mjj spectra for the GF production regions an
unphysical evolution going from low to high ∆ηjj regions is visible for the LO samples.
This kind of unphysical evolution is also evident by comparing the mjj spectra from low
to high mVV for the LO samples. while the NLO (POWHEG) spectra show more stable
evolution. and relying on parton shower alone in the LO samples does not produce stable
results across different mVV bins. For the EW process, one can see from Figs. 5.22 and
5.23 that the shape ofmjj spectra are different between the two samples, most apparently
above 100 GeV in |∆ηjj| < 3, and in the region between 130 GeV and 300 GeV in
|∆ηjj| ≥ 3. The differences also evolve as a function of mVV. We note especially the
over-prediction of the mjj tail in the LO simulation in the |∆ηjj| < 3 region, resulting
from the QCD jets after parton shower.

One can also examine the distributions of |∆ηjj| in different bins of mVV to understand
the source of these discrepancies. These distributions are shown for the GF production
in Figs. 5.24 and 5.25, and for the EW production in Figs. 5.26 and 5.27. In the case
of GF production, LO samples seem to show a deficit of small-|∆ηjj| dijet events at
low mVV values in both VH or VBF-like mjj regions, which disappears at higher mVV
values. In the case of the EW production, the LO samples seem to agree better in shape
at lower mVV values for the VH-like topology even though there is a disagreement in
the overall normalizations. At highermVV values, the LO samples seem to predict more
events above 0.5 considering the shape features. For the VBF-like topology, there is an
overall disagreement on the amount of central dijet events.

The disagreement in central jets can also be observed by examining the Zeppenfeld z3
variable that quantifies the centrality of the third jet in the event, which is defined as

z3 =
y3− (y1 +y2)/2

|∆y12|
. (5.5)

In this definition, the indices 1, 2 and 3 refer to the index of the jets ordered in descend-
ing order in pT, and the variable y is the rapidity of the jet. The value of z3 is closer to 0
for central jets. The distribution of this variable in the mjj ≥ 130 GeV region are shown
for the EW production in Fig. 5.28. While it is known that the prediction of POWHEG
with default PYTHIA shower settings also overshoots at around z3 ∼ 0 and that using
the dipole recoil setting improves the performance [99], the level of difference in the
case of POWHEG is expected to be small. While CMS analyses have not been using
the third jet explicitly, it is possible to obtain even better performance for the POWHEG
samples by switching to the dipole recoil scheme. The JHUGen/MCFM samples show
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poor performance on this quantity; this performance could be improved potentially by
deploying the dipole recoil scheme in PYTHIA shower settings.

Constraints:

µon−shell
sig (gg→ H→ ZZ→ 2f2f ′) = 1

JHUGen/MCFM scale (gg, EW): (1.0, 1.09)

SM H signal (|H|2)

SM contin. (|C|2)

Total SM (|H + C|2)

Total PS (|PS + C|2)

POWHEG+JHUGen

JHUGen/MCFM (LO QCD)

Figure 5.14: The different hypotheses are listed in the legend which holds for all plots
in this section. The green color line corresponds to the total distribution of a pure
pseudoscalar (PS) which corresponds to anomalous coupling a3 = 1.
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Figure 5.15: The distributions of m2`2ν in the gg (GF) and m4` in the EW production
modes are shown from top to bottom as inclusive in jet bins and Nj = 0 respectively.
The different hypotheses are listed in the legend showed in Fig. 5.14.
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Figure 5.16: The distributions of m2`2ν in the gg (GF) and m4` in the EW production
modes are shown from top to bottom as Nj = 1 and ≥ 2 respectively. The different
hypotheses are listed in the legend showed in Fig. 5.14.
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Figure 5.17: The distributions of m2`2ν in the gg and m4` in the EW production modes
are shown for Nj ≥ 2. The different hypotheses are listed in the legend showed in
Fig. 5.14. The top panels are shown for events that are in a VH-like topology with
60 GeV ≤mjj < 130 GeV and |∆ηjj| < 3, and the bottom panels are shown in a VBF-
like topology with mjj ≥ 130 GeV and |∆ηjj| ≥ 3.
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Figure 5.18: The distributions of m4` are shown in the EW production mode after the
tighter selection requirements on the quarks from the LO topology. The different hy-
potheses are listed in the legend showed in Fig. 5.14. The top plot shows the distribu-
tions inclusive in Nj, and the bottom plots show the distributions in the Nj = 0 and 1
categories from left to right respectively.
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Figure 5.19: The distributions of m4` are shown in the EW production mode after the
tighter selection requirements on the quarks from the LO topology. The different hy-
potheses are listed in the legend showed in Fig. 5.14. The top plot shows the total pre-
dictions for the Nj ≥ 2 category, and the bottom plots show the VH- and VBF-like
topologies from left to right respectively within the Nj ≥ 2 category.
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Figure 5.20: The distributions of mjj are shown in the gg production in the Nj ≥ 2 cat-
egory. The left panels show the spectra with |∆ηjj| < 3, and the right panels show the
spectra with |∆ηjj| ≥ 3. The panels are ordered from top to bottom in the m2`2ν bins
of 200–350 GeV and 350–500 GeV . The different hypotheses are listed in the legend
showed in Fig. 5.14.
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Figure 5.21: The distributions of mjj are shown in the gg production in the Nj ≥ 2 cat-
egory. The left panels show the spectra with |∆ηjj| < 3, and the right panels show the
spectra with |∆ηjj| ≥ 3. The panels are ordered from top to bottom in the m2`2ν bins
of 500–1000 GeV , and beyond 1000 GeV . The different hypotheses are listed in the
legend showed in Fig. 5.14.
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Figure 5.22: The distributions of mjj are shown in the EW production in the Nj ≥ 2
category. The left panels show the spectra with |∆ηjj| < 3, and the right panels show
the spectra with |∆ηjj| ≥ 3. The panels are ordered from top to bottom in the m4` bins
of 200–350 GeV and 350–500 GeV . The different hypotheses are listed in the legend
showed in Fig. 5.14.
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Figure 5.23: The distributions of mjj are shown in the EW production in the Nj ≥ 2
category. The left panels show the spectra with |∆ηjj| < 3, and the right panels show
the spectra with |∆ηjj| ≥ 3. The panels are ordered from top to bottom in the m4` bins
of 500–1000 GeV , and beyond 1000 GeV . The different hypotheses are listed in the
legend showed in Fig. 5.14.
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Figure 5.24: The distributions of |∆ηjj| are shown in the gg production and the Nj ≥
2 category. The left panels show the spectra with 60 GeV ≤ mjj < 130 GeV , and
the right panels show the spectra with mjj ≥ 130 GeV . The panels are ordered from
top to bottom in the m2`2ν bins of 200–350 GeV and 350–500 GeV . The different
hypotheses are listed in the legend showed in Fig. 5.14.
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Figure 5.25: The distributions of |∆ηjj| are shown in the gg production and the Nj ≥ 2
category. The left panels show the spectra with 60 GeV ≤ mjj < 130 GeV , and the
right panels show the spectra with mjj ≥ 130 GeV . The panels are ordered from top
to bottom in the m2`2ν bins of 500–1000 GeV and beyond 1000 GeV . The different
hypotheses are listed in the legend showed in Fig. 5.14.
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Figure 5.26: The distributions of |∆ηjj| are shown in the EW production and the Nj ≥ 2
category. The left panels show the spectra with 60 GeV ≤ mjj < 130 GeV , and the
right panels show the spectra with mjj ≥ 130 GeV . The panels are ordered from top to
bottom in the m4` bins of 200–350 GeV and 350–500 GeV . The different hypotheses
are listed in the legend showed in Fig. 5.14.
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Figure 5.27: The distributions of |∆ηjj| are shown in the EW production and the Nj ≥ 2
category. The left panels show the spectra with 60 GeV ≤ mjj < 130 GeV , and the
right panels show the spectra with mjj ≥ 130 GeV . The panels are ordered from top
to bottom in the m4` bins of 500–1000 GeV and beyond 1000 GeV . The different
hypotheses are listed in the legend showed in Fig. 5.14.
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Figure 5.28: The distributions of the Zeppenfeld z3 variable are shown in the EW pro-
duction and the Nj ≥ 3 category with mjj ≥ 130 GeV for the leading and subleading
jets. The m4` bins shown are 200–350 GeV (top middle), 350–500 GeV (top right),
500–1000 GeV (bottom left), and beyond 1000 GeV (bottom right). The different
hypotheses are listed in the legend showed in Fig. 5.14.
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5.3 Event Selection

Before defining signal and control regions (SR and CR), we define the cuts that are
meant to suppress processes that do not feature one Z boson decaying into a e+e− pair
or a µ+µ− pair and one Z boson decaying into a neutrino-antineutrino pair. These
processes are referred to as reducible backgrounds. The main reducible backgrounds
in this analysis are the Drell-Yan process with instrumental pmiss

T , and fully leptonic tt̄
decays. The following selection criteria are applied:

• having no b-tagged jets based on the loose working point defined for this analysis,

• pboson
T ≥ 55 GeV,

• pmiss
T ≥ 125 GeV if Nj < 2, or ≥ 140 GeV otherwise,

• |∆φboson+jets
miss |> 2.5,

• |∆φboson
miss |> 1.0,

• min∆φ
j
miss > 0.25 if Nj = 1, or > 0.5 if Nj ≥ 2,

where the ’boson’ indicates the `+`− pair in the SR.

The quantity Nj denotes the multiplicity of any jet passing analysis criteria described in
Sec. 3.6. The quantity ∆φboson

miss denotes the difference in φ between the momentum of
the boson and the missing transverse momentum; the quantity ∆φ

boson+jets
miss denotes the

difference in φ between the total transverse momentum vector composed of the boson
and jets, and the missing transverse momentum; and the quantity min∆φ

j
miss denotes

the minimum unsigned difference in φ between any jet and the missing transverse mo-
mentum. Requiring these different ∆φ selection cuts help to reduce the instrumental
pmiss

T contribution from the DY process by vetoing events with jets that have a large,
misreconstructed energy, or events with large unclustered energy. In addition to these
selection cuts, all events are also required to satisfy the event veto requirements dis-
cussed in Chapter 3. The efficiencies of the different cuts are shown in Fig. 5.29 for the
gluon fusion signal, in Fig. 5.30 for the VBF signal, and in 5.31 for the Drell-Yan and
tt̄ processes.

When the signal region is analyzed, a pair of leptons with same flavor and opposite
charge are required to be present with an invariant mass, m`` , satisfying |m`` −mZ| ≤
15 GeV , where mZ taken to be 91.2 GeV . Both leptons are required to have p`T ≥
25 GeV . The signal selection criteria are summarized in Table 5.2.
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Table 5.2: Signal selection requirements.
Quantity Requirement

p`T p`T ≥ 25 GeV on both leptons

|η`| < 2.4 on µ , < 2.5 on e

N`
Exactly two leptons with tight isolation,

no extra leptons with loose isolation and pT ≥ 5 GeV

Ntrk No isolated tracks satisfying the selection requirements

Nγ
No photons with pT ≥ 20 GeV , |η|< 2.5

satisfying the baseline selection requirements

pjT ≥ 30 GeV , used in counting Nj

|ηj | < 4.7, used in counting Nj

m`` |m`` −91.2|< 15 GeV

Nb No b-tagged jets based on the loose working point

p``T ≥ 55 GeV

pmiss
T ≥ 125 GeV if Nj < 2, ≥ 140 GeV otherwise

∆φ
boson+jets
miss > 2.5

∆φboson
miss > 1.0

min∆φ
j
miss > 0.25 if Nj = 1, > 0.5 if Nj ≥ 2
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Figure 5.29: Efficiencies of the different selection requirements are shown for the SM
gg→ H signal process samples (i.e. samples after reweighting) in bins of mZZ

T (left)
or inclusively (right) for Nj = 0 (top panels), Nj = 1 (middle panels), or Nj ≥ 2
(bottom panels). The efficiencies shown in each line or bar are after applying the pre-
vious set of cuts listed in the legend and also after the set of cuts listed in 5.2 up to
|m`` −91.2|< 15 GeV cut.
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Figure 5.30: Efficiencies of the different selection requirements are shown for the SM
VBF signal process samples (i.e. samples after reweighting) in bins of mZZ

T (left) or
inclusively (right) for Nj = 0 (top panels), Nj = 1 (middle panels), or Nj ≥ 2 (bot-
tom panels). The efficiencies shown in each line or bar are after applying the pre-
vious set of cuts listed in the legend and also after the set of cuts listed in 5.2 up to
|m`` −91.2|< 15 GeV cut.
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Figure 5.31: Efficiencies of the different selection requirements are shown for the DY
(left) and tt̄→ 2`2ν2b processes (right) over the inclusive mZZ

T range for Nj = 0 (top
panels), Nj = 1 (middle panels), or Nj ≥ 2 (bottom panels). The efficiencies shown
in each bar are after applying the previous set of cuts listed in the legend and also after
the set of cuts listed in 5.2 up to |m`` −91.2|< 15 GeV cut.
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5.4 Event Categorization

Events are categorized based on the jet jet multiplicity into the Nj = 0, Nj = 1, and Nj≥ 2
categories, and based on the flavor of the dilepton pairs, into the µµ and ee categories.
The Nj = 0 and Nj = 1 categories are expected to be more sensitive to the ggsignal
process, while the Nj ≥ 2 category is expected to be more sensitive to the VBF signal.

5.5 Kinematic Observables

In this analysis the invariant mass of ZZ system, mZZ plays an important role in charac-
tering the events. However, due to the presence of 2 neutrinos in the final state, emerging
as a missing transverse momentum, pmiss

T , the ZZ system invariant mass can not be re-
constructed. Thus, we need another observable playing the role of mZZ based on the
available information, which is known as transverse mass of the ZZ system defined as

mZZ2

T =

(√
p``

2
T +m2

``+

√
pmiss2

T +m2
Z

)2

−
∣∣∣~p ``T +~p miss

T

∣∣∣
2

(5.6)

wheremZ is the Z boson resonance pole mass, taken to be 91.2 GeV. The other important
observable in this analysis is the pmiss

T itself. There are different aspect which makes
this observable significant,

• The distribution of pmiss
T is sensitive to the pT of the H boson, which boosts the

ZZ system and therefore also increases the pmiss
T .

• The distribution of pmiss
T is affected by the presence of anomalous couplings ai at

production, i.e. in the VBF and VH processes.

• Tails of the pmiss
T distribution is purer in signal contributions point of view, as

illustrated in Fig. 5.34.

In addition to mZZ
T and pmiss

T , in this analysis we use kinematic discriminants for events
containing two or more jets, using matrix elements provided by the MELA package [16,
87–89]. In order to discriminate between the different production processes, the matrix
elements are computed for the production part of the Feynman diagram. Examples of
the use of such discriminants in off-shell analyses can be found in Refs. [93, 100]. The
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general form for the types of discriminants considered in this analysis reads as,

DVBF,h
2jet =

PhVBF

PhVBF +PSM
GF+2jet

, (5.7)

where PhVBF and PSM
GF+2jet are the probability densities calculated based on the VBF and

the GF H boson production mode which contains at least 2 jets, respectively; and the in-
dex h denotes the SM or either one of the BSM hypotheses with couplings listed in Table
1.2 (h= a1 i.e. SM,a2,a3 and λ1). The index in the notation is dropped for the discrim-
inant with the SM hypothesis. No mixtures between the SM and BSM hypotheses are
considered in these discriminants. In order to compute the kinematic discriminants, the
H boson momentum and the two leading-pT jets are needed. In addition to the four-
momenta of the two leading-pT jets, the four-momentum of the H boson candidate is
needed as an input to the computation of the matrix element.

In order to approximate the H boson momentum, the four-momentum of Z→ 2` and
Z→ 2ν systems must be available or at least be properly approximated. The only kine-
matic which can not be properly identified is the ηνν , however, we need to consider a
value for that (for example ηνν = η``) to approximate the H boson momentum. There-
fore with this consideration, and the four-momenta of 2` system and the ~p miss

T , the H
boson momentum can be approximated. In the off-shell regime, it is observed from
the simulation that the longitudinal momentum of the 2ν system usually has the similar
value as the longitudinal momentum of the 2` in the H→ 2`2ν decay. Therefore by
using this approximation ηνν = η``, and the four-momenta of 2` system and the ~p miss

T ,
the H boson momentum can be approximated.

In the following pages, the mZZ
T distributions in different jet categories and different

cuts on the pmiss
T are shown in Figs. 5.33 and 5.34. The pmiss

T in jet = 1 and 2 categories
are illustrated in Fig. 5.35. The DVBF,h

2jet distributions with pmiss
T ≥ 200 and < 200 GeV

and mZZ
T ≥ 450 GeV cuts are also demonstrated in Figs. 5.36 to 5.39. Despite of the

GF process, in the EW process there are still some contributions from on-shell H boson
production at high mZZ

T values. This is due to the fact that in the ZH process (which is
a part of the EW process), in which the extra Z boson may decay to neutrinos resulting
in high pmiss

T and therefore high mZZ
T values. Moreover, similarly in the WH process

the W may decay to a charged lepton and neutrino which again increases the pmiss
T of

the event. For this, in the above mentioned figures, we split the distributions of the EW
process into on-shell and off-shell parts to address this phenomena. In general, the high
tails of mZZ

T , pmiss
T andDVBF,h

2jet show a better signal-to-noise ratio than the lower part of
the distributions. This is particularly true for the EW part of the signal. The GF signal
is concentrated in the intermediate range of values of the discriminating observables.
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Figure 5.32: Shown are the legend of the different figures shown in this section. The
different BSM HVV hypotheses are collectively abbreviated as fai . The filled his-
tograms correspond to the SM expectations for the backgrounds, or the signal pro-
cesses with the interfering backgrounds included. In the following figures, the middle
panel shows the ratio of the different model predictions and of the data to the SM pre-
diction, and the lower panel shows the expected composition of the event sample in the
SM hypothesis. The pink dashed line shows the expectation for a BSM model with the
ai coefficient mentioned in the figure legend set to 0.05, and the H boson width set to
the SM value.
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Figure 5.33: Distributions of mZZ
T in the Nj = 0 (top) and Nj = 1 (bottom) categories

with (left) or without (right) a pmiss
T ≥ 200 GeV requirement in order to reduce the

contribution of the nonresonant and instrumental backgrounds. The various contribu-
tions are defined in Fig. 5.44.
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Figure 5.34: Distributions of mZZ
T in the Nj ≥ 2 category for the pmiss

T < 200 GeV
(top) and pmiss

T ≥ 200 GeV (bottom) bins with (left) or without (right) a DVBF
2jet ≥ 0.8

requirement to enhance the contribution of VBF-like events. The various contributions
are defined in Fig. 5.44.
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Figure 5.35: Shown are the distributions of pmiss
T in the Nj = 0 (top) and Nj = 1 (bot-

tom) categories with (left) or without (right) an mZZ
T ≥ 450 GeV requirement in order

to reduce the contribution of the nonresonant and instrumental backgrounds. The vari-
ous contributions are defined in Fig. 5.44.
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Figure 5.36: Shown are the distributions of DVBF
2jet in the Nj ≥ 2 category for the

pmiss
T < 200 GeV (top) and pmiss

T ≥ 200 GeV (bottom) bins with (left) or with-
out (right) a mZZ

T ≥ 450 GeV requirement in order to reduce the contribution of the
nonresonant and instrumental backgrounds. The various contributions are defined in
Fig. 5.44.
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Figure 5.37: Shown are the distributions of DVBF,a2
2jet in the Nj ≥ 2 category for the

pmiss
T < 200 GeV (top) and pmiss

T ≥ 200 GeV (bottom) bins with (left) or without
(right) the mZZ

T ≥ 450 GeV and DVBF
2jet ≥ 0.8 requirements to enhance the contribution

from SM VBF-like signal events. The various contributions are defined in Fig. 5.44.
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Figure 5.38: Shown are the distributions of DVBF,a3
2jet in the Nj ≥ 2 category for the

pmiss
T < 200 GeV (top) and pmiss

T ≥ 200 GeV (bottom) bins with (left) or without
(right) the mZZ

T ≥ 450 GeV and DVBF
2jet ≥ 0.8 requirements to enhance the contribution

from SM VBF-like signal events. The various contributions are defined in Fig. 5.44.
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Figure 5.39: Shown are the distributions of DVBF,Λ1
2jet in the Nj ≥ 2 category for the

pmiss
T < 200 GeV (top) and pmiss

T ≥ 200 GeV (bottom) bins with (left) or without
(right) the mZZ

T ≥ 450 GeV and DVBF
2jet ≥ 0.8 requirements to enhance the contribution

from SM VBF-like signal events. The various contributions are defined in Fig. 5.44.
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5.6 Data-driven Methods for Non-interfering
Backgrounds Estimations

Although the MC samples of Z+jets is used to study the efficiency and optimization
of selection requirements, they are not reliable to estimate the correct contamination
from this process because simulations are not expected to describe the tails of pmiss

T
accurately. Furthermore, the number of events present in the simulation is not sufficient
to make an accurate prediction of this contamination. Similarly, for the non-resonant
backgrounds such as tt̄ and WW processes, MC samples can not be used to estimated the
contamination of such processes with enough accuracy. This is due to the fact that in this
analysis we apply veto requirements based on b-tagging in order to reduce the tt̄ contri-
bution in signal region, and this veto is sensitive to inaccuracies in b-tagging efficiencies
and scale factors. Since the analysis is not sensitive to the H→WW contribution to the
dilepton sample, we prefer to measure this contribution together with the other non-
resonant dilepton contributions, and treat it as a background, rather than include it in the
signal model. Therefore, we use data-driven techniques to estimate these two types of
backgrounds i.e. the instrumental pmiss

T and non-resonant background processes.

5.6.1 Estimation of the Z+jets Background

The Z+jets background is particularly important in this analysis because the pmiss
T for

this process can arise from instrumental sources, such as detector energy resolution, jet
energy mismeasurement, fluctuations in pileup energy, or instrumental noise, which can
contaminate the signal region. Although the fraction of Z+jets events that have a large
enough instrumental pmiss

T to pass the analysis selection is small, the large cross section
of the process itself can still contribute significantly in the signal region. Unfortunately,
the current simulations are not capable of modeling the detector and pileup effects accu-
rately enough in the tails of the distributions used for our analysis selection. Moreover,
the phase space for such selections is so small that too few events are simulated which
results in large statistical uncertainties from the simulation.

Since the author of the present thesis was not involved in the estimation of this back-
ground, that is very complex, only the main features are described below. In order to
estimate the Z+jets background, the idea is to use photons as a proxy for Z bosons. In
the photon + jet sample, the pmiss

T has the same instrumental cause as in the Z+jet pro-
cess i.e. the mismeasurement of jet energy, while the photon energy is well measured,
as the Z boson momentum in Z+jet events. In addition to this analogy, the single-photon
control region (CR) provides a sample that is independent from the signal region, and
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also, a large sample that allows a good estimation in each analysis category in particular
in the ≥ 2 jet category.

This can compensate the lack of statistics compared to the Z+jets sample. For this
purpose, a single-photon CR is used, where exactly one photon is required to pass the
identification criteria described in Sec. 3.5. The events are required to pass the CR-γ
triggers. It should be noted that in the single-photon CR, at low pmiss

T , it is dominated
by γ+jets processes; however, at high pmiss

T , contributions from processes containing
genuine pmiss

T become important. Such processes are Zγ (with Z→ νν), Wγ (with
W→ `ν, where the ` is lost or not identified) and W+jets (with W→ e ν, where an e is
misidentified as a photon).

To have a enough accurate estimation, we correct the photon + jet event kinematics in
order to properly resemble the kinematics of the Z+jet process. This is done by applying
weights to the photon + jet events. These weights are computed as the ratio of data
event yields in photon + jet and Z + jet events with an inverted pmiss

T cut (therefore from
samples perpendicular to the signal region). However, since the γ-CR also contains a
considerable amount of aforementioned processes (Zγ, Wγ, W+jets and Z→ νν) with
genuine pmiss

T besides γ+jets events, the reweighted yield of the CR cannot be simply
used as an estimation for Z+jets in the SR, thus a subtraction of these processes is
required. To estimate such contributions correctly, the trigger efficiency for photons
was measured, and a control sample from Z→ ``γ was studied in order to constrain the
Zγ cross section that is poorly-known in our phase space and jet categories.

For illustration purposes, Fig. 5.40 shows the reweighting factors for `` = ee+µµ in
bins of boson pT and Fig. 5.41 shows the full pmiss

T distribution in the photon CR.
In these distributions, some discrepancy between data and MC are expected as the
γ+jets distributions coming from simulations are not expected to be fully reliable.
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Figure 5.40: Transfer factors used in instrumental pmiss
T estimates for the 3 years.

Reweighting in pT, for 0 jet (top left), 1 jet (top right), and ≥ 2 jets (middle), and in
the number of good vertices (bottom left), and in η for ≥ 2 jets (bottom right).
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Figure 5.41: The data vs MC distributions of pmiss
T in the photon + jet sample, in 0 jet

(top), 1 jet (bottom left) and ≥2 jets (bottom right) categories are illustrated. The gray
error bands only correspond to the statistical uncertainty in the simulation.



126 5.6 Data-driven Methods for Non-interfering Backgrounds Estimations

5.6.2 Estimation of the Non-resonant Backgrounds

The non-resonant background in this analysis is referred to any background process that
results in a flat m`` spectrum. The main processes contributing to it are tt̄→ 2`2ν2b
and WW→ 2`2ν with real, flavor-symmetric leptonic decay. We utilize the flavor-
symmetric nature of this background component, and the lepton and trigger efficiencies
derived in this analysis by examining eµ events satisfying exactly the same analysis
kinematic selections and reweighting these events for the differences in their efficiencies
with those of ee and µµ events. The reweighting factor is defined as

w`1`2eµ =
1
2
× ε`1 · ε`2
εe · εµ

× ε
trigger
`1`2

ε
trigger
e µ

×f ``corr
(
pmiss

T

)
, (5.8)

where εi is the lepton identification and isolation efficiency of lepton i, and εtrigger
ij is the

combined trigger efficiency on the ij lepton pair. The factor 1/2 accounts for the SM
ratio of ee or µµ events to eµ events. The last factor, f ``corr, is a correction factor on
the spectrum of pmiss

T due to slightly different resolution of ee , µµ , and eµ events. All
other kinematic requirements on this control region are the same as those on the signal
region except for loosening the p``T requirement to ≥ 25 GeV to gain more events.

Figure 5.42 compares the mZZ
T distributions between the predicted and expected non-

resonant background component in the signal region for the 2018 data sets. The distri-
butions of various kinematic discriminants are also compared in Fig. 5.43 for the SM
DVBF

2jet discriminant used in the analysis for the 2018 data period. The corresponding
distributions and also other kinematic distributions for other data sets periods (i.e. 2016
and 2017) are shown in Appendix C as well. In general by comparing the distribu-
tions in these figures we can see an acceptable agreement within the given uncertainties,
between the data and the estimation in the control regions.



127

Figure 5.42: The mZZ
T distributions in e e (top) and µ µ (bottom) channels in the sig-

nal region are shown for the 2018 data set in each Nj category (= 0, = 1, and ≥ 2 from
left to right).
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Figure 5.43: The distributions of SM DVBF
2jet kinematic discriminants in the signal re-

gion are shown for the 2018 data period in the Nj ≥ 2 category. The decay channel e e
is shown on the left plot, and µ µ is shown on the right one.
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5.7 Likelihood Parametrization

The results of this analysis are extracted using binned extended maximum likelihood fits
[101] applied on the events in different categories mentioned in Sec.5.4. We construct
four independent joint fits in order to determine the total width of the H boson con-
cerning different hypotheses, i.e. either with SM-like or the three anomalous couplings
a2, a3, or Λ1 assumption. These fits also constrain the three corresponding anomalous
coupling parameters f̄ai = fai · cos(Φai), where fai is defined in Eq. (1.36). It should
be noted that when a particular anomalous coupling is tested, all other anomalous cou-
plings are assumed to be zero, and only the real couplings in Eq. (1.34) are considered
i.e. with ai ≥ 0 and cos(φai ) =±1 assumption.

Before going forward, let us recall the Eqs. (1.32) and (1.33) and rewrite them in a more
appropriate format reading as,

σon-shell
∝ µ (5.9)

σoff-shell
∝ µ ΓH = µoff-shell (5.10)

where µ (µoff-shell) is defined as the on-shell (off-shell) signal strength, that is the ratio of
the observed on-shell (off-shell) H boson cross section relative to the SM expectation.
This ratio is defined as either µF (and respectively µoff-shell

F for off-shell region) for H
boson production via GF (ggH), or µV (and respectively µoff-shell

V for off-shell region)
for H boson production through VBF or in association with an EW vector boson W or Z
(VH). In the analysis of the 2`2ν final state, the on-shell signal strength is not accessible
due to the instrumental pmiss

T background which is overwhelming in the on-shell region.
However, constraints on this parameter can be obtained by combining with other final
states with similar decay properties, such as H→ 4`. In the present analysis, constraints
on the on-shell signal strengths are obtained by using H→ ZZ→ 4` data [93, 102,
103]. We also make use of the off-shell 4` data [93, 102, 103] in combination with the
2`2ν data, in order to compute the best constraints on the off-shell signal strengths and
H boson width. Since the 4` channel involves the same couplings at H boson production
and decay as our 2`2ν channel, the same off-shell signal strength parameters enter in
the combined fit of 2`2ν and 4` data as in the fit of 2`2ν data alone.

The generic probability density for any considered process with potential contribution
of interference between the signal and background amplitudes can be written in a form
similar to that in Ref. [15] as,

Pjk(~x;~ξjk, ~ζ) = µ̃j Psig
jk

(
~x;~ξjk,fai,φai

)
+
√
µ̃j P int

jk

(
~x;~ξjk,fai,φai

)

+Pbkg
jk

(
~x;~ξjk

)
, (5.11)
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where the “sig”, “int” and “bkg” abbreviations in the superscript of P stand for signal,
interference and background terms respectively. The ~x are the observables examined in
the analysis described in Sec.sec:observables and the binning for these observables in
each jet category is outlined in Table 5.3. The ~ζ are the unconstrained parameters of
interest such as µF,µV,ΓH, f̄ai or any other re-parametrization based on the interpreta-
tion. The set of observables used in each interpretation are also summarized in Table
5.4. The j is the index of the process, which can be GF (on-shell or off-shell); VBF,
ZH, or WH (on-shell); EW (VBF, ZH, WH combined, off-shell); or any of the non-

Table 5.3: The binning used in each of the observables is listed. Binning for mZZ
T is

identical in each Nj category, and the binning for pmiss
T is different between Nj < and

≥ 2.
Observable Bin boundaries
mZZ

T ( GeV ) (300, 350, 400, 450, 500, 550, 600, 700, 850, 1000, 1250, 1500, 13000)

pmiss
T ( GeV , Nj < 2) (125, 150, 200, 300, 500, 1000, 13000)
pmiss

T ( GeV , Nj ≥ 2) (140, 200, 13000)

DVBF
2jet (0, 0.05, 0.1, 0.2, 0.8, 0.9, 0.95, 1)

DVBF,Λ1
2jet

DVBF,a2
2jet (0, 0.1, 0.2, 0.4, 0.6, 0.8, 0.9, 1)
DVBF,a3

2jet

Table 5.4: The set of observables used in each interpretation are summarized for the
2`2ν final state. The interpretations are grouped by the parameters constrained. The
observables for Nj < 2 are identical in any interpretation scenario, and the BSM
DVBF

2jet discriminant in the Nj ≥ 2 category changes based on the anomalous HVV cou-

pling constrained. The BSM discriminant DVBF,a2
2jet is added to the SM-like HVV cou-

pling scenarios as well in order to gain equivalent signal separation strength. Only two
bins in pmiss

T , < and ≥ 200 GeV , are considered for Nj ≥ 2 as outlined in Table 5.3.
Interpretation parameters Nj < 2 Nj ≥ 2

µoff-shell
F , µoff-shell

V , µoff-shell mZZ
T , pmiss

T mZZ
T , pmiss

T , DVBF
2jet , DVBF,a2

2jet

ΓH (fai = 0) mZZ
T , pmiss

T mZZ
T , pmiss

T , DVBF
2jet , DVBF,a2

2jet

ΓH , f̄a2 mZZ
T , pmiss

T mZZ
T , pmiss

T , DVBF
2jet , DVBF,a2

2jet

ΓH , f̄a3 mZZ
T , pmiss

T mZZ
T , pmiss

T , DVBF
2jet , DVBF,a3

2jet

ΓH , f̄Λ1 mZZ
T , pmiss

T mZZ
T , pmiss

T , DVBF
2jet , DVBF,Λ1

2jet
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interfering backgrounds. The index k refers to different event categories described in
Sec. 5.4. The vector ~ξjk denotes the constrained nuisance parameters pertaining to the
different processes in each category. The parameter µ̃j equals either the on-shell signal

strength µj for on-shell processes, or µj ·
ΓH

Γ0
for the off-shell processes, with the refer-

ence value Γ0 taken to be 4.07 MeV. There are two HVV vertices in the EW production
mechanisms with the subsequent H→VV→ 2`2ν decay while there is only one HVV
decay vertex in the GF case. In addition, there is interference with the background in
the off-shell region. This leads to the following general expressions for the signal (sig)
or interference (int) contributions appearing in Eq. (5.11) [15]:

Psig/int
jk

(
~x;~ξjk,fai,φai

)
=

M

∑
m=0
Psig/int
jk,m

(
~x;~ξjk

)
f

m
2
ai (1−fai)

M−m
2 cosm(φai). (5.12)

In this expression, the index m corresponds to the exponent of ai coupling in the squared
scattering amplitude from Eq. (1.34), which may contain contributions from production
and/or decay. The factor cos(φai ) = ±1 affects only the sign of the terms that scale
with an odd power of ai. The sum over the index m runs up to M = 4 in the case of the
EW signal process; M = 2 in the case of the GF process, or the interference between
the signal and background in the EW process, and M = 1 in the case of the interference
between the signal and background in the GF process.

The final constraints on ~ζ are placed using the profile likelihood method using the
“RooFit” toolkit [104] within the “ROOT” [105] framework. The extended likelihood
function is constructed using the probability densities as in (5.11) with each event char-
acterized by the discrete category k and the set of observables ~x. The likelihood L is
maximized with respect to the nuisance parameters ~ξjk describing the systematic un-
certainties discussed in the next section and the parameters of interest. The allowed
68% (95%) confidence-level (CL) interval is defined using the profile likelihood func-
tion, −2∆ lnL= 1.00 (3.84) for one-parameter constraints, and −2∆ lnL= 2.30 (5.99)
for two-parameter constraints, for which exact coverage is expected in the asymptotic
limit [106].
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5.8 Systematic Uncertainties

Several systematic uncertainties are featured in the vectors of constrained parameters
~ξjk. The template shapes describing the probability distributions in (5.11) and (5.12)
are varied separately within theoretical, experimental, or statistical uncertainties. Most
of the uncertainties affect both the shape of the observables and the normalization of the
different contributions.

The following are the theoretical uncertainties considered in this analysis:

• Renormalization scale: This source is considered separately for qq̄ → V1V2
(V = W or Z), qq̄→ Vγ, processes with a t quark and a Z boson, and the QCD
background sample used in the single-photon CR. The gg→ VV, and the EW
VV + jets production mechanisms with H boson contributions are also treated
separately. The relative variations for the gg process obtained from the weight
variations in the NLO simulation are normalized to the prediction of the variation
of the inclusive NNLO k-factor [7].

• Factorization scale: The correlation scheme with the different processes is as
mentioned for the renormalization scale.

• Strong coupling αs(mZ): A variation of αs(mZ) = 0.118±0.0015 is considered.
The correlation scheme with the different processes is as mentioned above, and
the GF process is adjusted in the same way.

• Parton distribution function variations: Ths variation is taken as a conser-
vative, envelope-type variation evaluated on a per-event basis. The correlation
scheme with the different processes is as mentioned above, and the GF process is
adjusted in the same way.

• Simulation of the second jet in GF samples: The uncertainty is evaluated as
the difference of the nominal POWHEG samples for mH = 125 GeV and mH =
300 GeV from the simulation with the MiNLO HJJ program [97] applied. The
reweighting factors are extracted in three dimensions, in bins of mVV below or
above 150 GeV , in bins of pVV

T /mVV, evaluated for the hard process, and in bins
of Nj bins of 0, 1, and ≥ 2 with jets taken to be clustered using anti-kT algorithm
with a ∆R= 0.4 parameter after hadronization.

• Scale and tune variations of the hadronizer PYTHIA: The scale variations are
taken from the embedded variations of weights in the simulations

• NLO EW correction on qq̄→ V1V2: This uncertainty is specific to the WZ and
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ZZ processes, and they are treated as correlated [67, 107].

In addition to the theoretical uncertainties, the instrumental uncertainties on the simula-
tion as a part of the systematic uncertainties are mentioned below:

• Luminosity: This source is a normalization uncertainty applied only to the sim-
ulation and is uncorrelated across the three data periods. The values of these
uncertainties are provided in Refs. [108–111] and summarized in Ref. [112].

• L1 prefiring scale: This source of uncertainty is applied only in 2016 and 2017,
where the prefiring weight needs to be applied. They are also treated as correlated.

• Pile-up, JES, JER, and pmiss
T resolution correction: These sources are uncorre-

lated across the years. The pmiss
T resolution is evaluated for each of the pile-up,

JES, and JER variation separately.

• Lepton, trigger, pile-up jet identification, and b-tagging efficiencies: The lep-
ton efficiencies are measured with a tag-and-probe method using Z→ `` events
with selection requirements that are orthogonal to the event preselection. The
details of this method is fully described in the reference [18].

In the estimation of instrumental pmiss
T background, the γ → `` transfer factors in the

estimation of the contamination from genuine-pmiss
T contributions also account for the

theoretical and instrumental uncertainties in the simulation in a correlated manner. In
the estimation of the nonresonant background, the uncertainty on f ``corr from the statistics
of the sideband control region is also taken into account. All components that enter into
the statistical analysis also take into account at least two uncertainties to account for the
shape and normalization of the different histograms.
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5.9 Results

5.9.1 Event yields and distributions

The event distributions are shown for mZZ
T in Fig. 5.45 for Nj = 0 and 1 categories.

Distributions for Nj ≥ 2 are shown in Fig. 5.46 which are split into two pmiss
T bins, <

and ≥ 200 GeV . The distributions of pmiss
T are explicitly demonstrated in Fig. 5.47

for the Nj = 0 and 1 jet categories. Moreover, distributions of the DVBF
2jet discriminant

corresponding to the SM-like HVV couplings, and those of the dedicated discriminants
concerning BSM HVV couplings i.e. the DVBF,a2

2jet , DVBF,a3
2jet , and DVBF,Λ1

2jet (used in the
a2 , a3 , and Λ1 analyses) are illustrated in Figs. 5.48 and 5.49 for pmiss

T < 200 GeV , and
Figs. 5.50 and 5.51 for pmiss

T ≥ 200 GeV . The histograms in each of these figures corre-
spond to the same contributions, so their description is collected in a common legend in
Fig. 5.44. In these figures, the a2 analysis is taken to exemplify the effect of BSM HVV
couplings in the different distributions, unless other couplings are explicitly mentioned.
Distributions are shown after a joint fit using all events used in the analysis, including
on-shell and off-shell 4` events. The fit is performed assuming the SM couplings and
total width. The binning used for all of these observables is outlined in Table 5.3 and is
used in the same way when interpretation scenarios are considered. The observed and
postfit expected number of events are listed for the full analysis region mZZ

T ≥ 300 GeV
and a more signal-enriched mZZ

T ≥ 450 GeV region in Table 5.5.
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Table 5.5: The numbers of postfit expected and observed events are listed with the
expected number of events split into its different signal (s), background (contin.) or
signal-background interference (i) components. Postfit refers to the fit performed with
the couplings and total width of the H boson assuming the SM couplings and total
width. The expectations from the different signal contributions and the relevant signal-
background interference terms are listed for each of the different SM or BSM hypothe-
ses analyzed, but and the total number of expected events is only shown as illustration
for the SM scenario. The signal, background, and interference contributions are shown
separately for the gluon fusion (gg) and EW processes under the ΓH = ΓSM

H assump-
tion. All data periods, and the µ µ and e e decay channels are combined. Event yields
in the Nj ≥ 2 category are split into pmiss

T < and ≥ 200 GeV . The vertical bars sep-
arate the event counts for mZZ

T ≥ 300 GeV (left) and mZZ
T ≥ 450 GeV (right). The

abbreviations ‘off. ’ and ‘on. ’ stand for ‘off-shell ’ and ‘on-shell ’, respectively.

Contribution Nj = 0 Nj = 1
Nj ≥ 2 Nj ≥ 2

pmiss
T < 200 GeV pmiss

T ≥ 200 GeV
EW contin. 5.85 | 3.13 16.6 | 9.24 6.66 | 0.687 15 | 9.9
EW s. (SM, off. ) 2.18 | 1.54 6.77 | 4.8 1.14 | 0.148 4.71 | 3.92
EW i. (SM, off. ) −4.15 | −3.07 −13.4 | −9.77 −2.11 | −0.262 −9.19 | −7.85
EW s. (f̄a2 = 1, off. ) 6900 | 5170 15200 | 11600 3920 | 1170 25800 | 21800
EW i. (f̄a2 = 1, off. ) −45.9 | −24.1 −118 | −65.4 −74.7 | −13.4 −231 | −171
EW s. (f̄a3 = 1, off. ) 29700 | 23600 70800 | 56100 17100 | 5520 130000 | 111000
EW i. (f̄a3 = 1, off. ) −65.1 | −42.1 −214 | −131 −115 | −25.4 −501 | −366
EW s. (f̄Λ1 = 1, off. ) 7670 | 6490 18800 | 16500 2440 | 1060 22800 | 20200
EW i. (f̄Λ1 = 1, off. ) 12.2 | 6.68 66.2 | 46.4 17.4 | 2.58 86.1 | 72.2
EW s. (SM, on. ) 1.53 | 0.289 0.976 | 0.265 0.198 | 0.0288 0.105 | 0.0529
EW s. (f̄a2 = 1, on. ) 546 | 170 633 | 384 113 | 34.9 54.6 | 34.7
EW s. (f̄a3 = 1, on. ) 1030 | 333 1320 | 924 262 | 56.7 112 | 72.5
EW s. (f̄Λ1 = 1, on. ) 1920 | 1190 1820 | 1290 229 | 122 304 | 248
gg contin. 112 | 23.5 64.4 | 16.9 11.8 | 0.616 14.2 | 7.88
gg s. (SM, off. ) 43.7 | 17.3 27.2 | 12.5 3.59 | 0.395 8.23 | 5.92
gg i. (SM, off. ) −58.6 | −25.1 −37.2 | −18.5 −4.63 | −0.538 −11.9 | −8.94
gg s. (f̄a2 = 1, off. ) 851 | 348 478 | 229 59.4 | 6.57 138 | 104
gg i. (f̄a2 = 1, off. ) −246 | −51.8 −126 | −31.8 −21.1 | −1.29 −24.1 | −12.9
gg s. (f̄a3 = 1, off. ) 1920 | 795 1110 | 533 138 | 15.6 326 | 246
gg i. (f̄a3 = 1, off. ) 0 | 0 0 | 0 0 | 0 0 | 0
gg s. (f̄Λ1 = 1, off. ) 183 | 72.6 113 | 52.2 14.8 | 1.62 34 | 24.7
gg i. (f̄Λ1 = 1, off. ) 120 | 51.5 75.4 | 37.5 9.38 | 1.07 23.9 | 18.1
Instr. pmiss

T 99.7 | 14.2 130 | 24.5 59.6 | 4.92 17.6 | 7.67
Nonresonant 78.2 | 4.59 84.5 | 4.06 16.1 | 0.131 27.6 | 1.11
qq̄→ ZZ 760 | 152 323 | 77.9 50.6 | 3.66 63.8 | 30.9
qq̄→WZ 238 | 34.9 161 | 27.9 41.6 | 3.03 32.1 | 13.5
tZ + X 0.434 | 0.0793 1.79 | 0.33 1.25 | 0.121 1.05 | 0.41
Total SM expected 1279 | 223 765 | 150 186 | 12.9 163 | 64.4
Total exp., no off. 1296 | 232 781 | 161 188 | 13.2 171 | 71.3
Total observed 1206 | 217 794 | 151 165 | 20 161 | 66
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Observed

)SM
HΓ=HΓ=0.05, aifTotal (

=0 MeV)HΓTotal (

=20 MeV)HΓ=0, 
ai

Total (f

gg SM total

EW SM total (off-shell)

EW SM total (on-shell)

miss

T
Instr. p

Nonresonant

WZ→qq

ZZ→qq

tZ+X

Figure 5.44: Shown are the legend of the different figures shown in this section. The
different BSM HVV hypotheses are collectively abbreviated as fai . The filled his-
tograms correspond to the SM expectations for the backgrounds, or the signal pro-
cesses with the interfering backgrounds included. In the following figures, the middle
panel shows the ratio of the different model predictions and of the data to the SM pre-
diction, and the lower panel shows the expected composition of the event sample in the
SM hypothesis. The pink dashed line shows the expectation for a BSM model with the
ai coefficient mentioned in the figure legend set to 0.05, and the H boson width set to
the SM value.
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Figure 5.45: Shown are the distributions of mZZ
T in the Nj = 0 (top) and Nj = 1 (bot-

tom) categories with (left) or without (right) a pmiss
T ≥ 200 GeV requirement in order

to reduce the contribution of the nonresonant and instrumental backgrounds. The vari-
ous contributions are defined in Fig. 5.44.
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Figure 5.46: Shown are the distributions of mZZ
T in the Nj ≥ 2 category for the pmiss

T <
200 GeV (top) and pmiss

T ≥ 200 GeV (bottom) bins with (left) or without (right) a
DVBF

2jet ≥ 0.8 requirement to enhance the contribution of VBF-like events. The various
contributions are defined in Fig. 5.44.
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Figure 5.47: Shown are the distributions of pmiss
T in the Nj = 0 (top) and Nj = 1 cate-

gories with (left) or without (right) an mZZ
T ≥ 450 GeV requirement in order to reduce

the contribution of the nonresonant and instrumental backgrounds. The various contri-
butions are defined in Fig. 5.44.
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Figure 5.48: Shown are the distributions of DVBF
2jet (top) and DVBF,a2

2jet (bottom) in the
Nj ≥ 2 category for the pmiss

T < 200 GeV bin with (left) or without (right) the
mZZ

T ≥ 450 GeV requirement in order to reduce the contribution of the nonresonant
and instrumental backgrounds. The various contributions are defined in Fig. 5.44.
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Figure 5.49: Shown are the distributions of DVBF,a3
2jet (top) and DVBF,Λ1

2jet (bottom) in
the Nj ≥ 2 category for the pmiss

T < 200 GeV bin with (left) or without (right) the
mZZ

T ≥ 450 GeV and DVBF
2jet ≥ 0.8 requirements to enhance the contribution from SM

VBF-like signal events. The various contributions are defined in Fig. 5.44.
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Figure 5.50: Shown are the distributions of DVBF
2jet (top) and DVBF,a2

2jet (bottom) in the
Nj ≥ 2 category for the pmiss

T ≥ 200 GeV bin with (left) or without (right) the
mZZ

T ≥ 450 GeV requirement in order to reduce the contribution of the nonresonant
and instrumental backgrounds. The various contributions are defined in Fig. 5.44.
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Figure 5.51: Shown are the distributions of DVBF,a3
2jet (top) and DVBF,Λ1

2jet (bottom) in
the Nj ≥ 2 category for the pmiss

T ≥ 200 GeV bin with (left) or without (right) the
mZZ

T ≥ 450 GeV and DVBF
2jet ≥ 0.8 requirements to enhance the contribution from SM

VBF-like signal events. The various contributions are defined in Fig. 5.44.
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5.9.2 Interpretations

The event distributions demonstrated in Sec. 5.9.1 are interpreted in several ways:

• Constraints on the off-shell signal strengths i.e. µoff-shell
F , µoff-shell

V , or µoff-shell.

• Constraints on the H boson total width, ΓH, with or without the three BSM HVV
coupling cross section fractions f̄a2 , f̄a3 , or f̄Λ1 .

Different observables are used according to different jet categories and also different
BSM scenarios. The summary of observables used n different jet categories are outlined
in Table 5.4 for each interpretation. In each case, the constraints are obtained using
profile likelihood scans with the construction of the likelihood as pointed in Sec. 5.7.
The coverage of the confidence intervals is tested using explicit p-value calculations at
the reported 95% CL boundaries of ΓH and at ΓH = 0 MeV according to the prescription
of Feldman-Cousins confidence intervals [113].

The interpretations for µoff-shell
F and µoff-shell

V are considered with the other parameter kept
unconstrained. When we are extracting the total off-shell signal strength µoff-shell, the ra-
tio of the µoff-shell

V to µoff-shell
F i.e. Roff-shell

V,F , is either profiled, or set to 1. These constraints
are summarized in Table 5.6 for the combination of 2`2ν and high-mass 4` events, or
using 2`2ν events alone, and Fig. 5.52 and 5.53 show the corresponding observed and
expected likelihood scans in these parameters. The two-parameter likelihood scan over
µoff-shell

F and µoff-shell
V is also presented in this figure. The expected value of −2∆ lnL at

µoff-shell = 0 exceeds the 95% CL threshold in both of the scenarios considered with
events from the 2`2ν final state used alone, or when the events from the two final states
are combined. The scenario with µoff-shell = 0 is excluded at a p-value of 0.0003 (3.6
standard deviations) in the observed result. This is the first evidence for off-shell contri-
butions of the H boson, showing up as a destructive interference with the ZZ continuum
as predicted by the standard model. This result strongly supports the standard model
description of the interactions between the H boson and the Z bosons.

Constraints on the H boson total width, ΓH , and joint constraints of the three BSM HVV
coupling cross section fractions f̄a2 , f̄a3 , and f̄Λ1 with ΓH are obtained by a combined
fit to the distribution of 2`2ν and 4` events accounting for correlation between the uncer-
tainties. Whereas the 4` events were analyzed in Refs. [93, 102, 103] for the 2015–2018
data periods. The parameters of the fit are the on-shell signal strengths µF and µV, and
the total width and in all cases the on-shell signal strength µV is left unconstrained. The
ratio of the off-shell signal strengths is fixed to what the model considered predicts. The
different constraints on the ΓH either under the SM-like assumption or with one of the
three fai parameters unconstrained are summarized in Table 5.7, and the corresponding
likelihood scans are shown in Fig. 5.54. The observed results are similar between the
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Table 5.6: Results on the off-shell signal strengths and ΓH are summarized. The var-
ious fit conditions are indicated in the column labeled “Cond.”: Results on µoff-shell

are presented with Roff-shell
V,F = µoff-shell

V /µoff-shell
F either unconstrained (u) or = 1, and

constraints on µoff-shell
F and µoff-shell

V are shown with the other signal strength un-
constrained. Results on ΓH (in units of MeV) are obtained with the on-shell signal
strengths unconstrained, and the different conditions listed for this quantity reflect
which off-shell final states are combined with on-shell 4` data. The expected central
values, not quoted explicitly in this table, are either unity for µoff-shell, µoff-shell

F , and
µoff-shell

V , or ΓH = 4.1 MeV.

Param. Cond. Observed Expected

68 % CL 95 % CL 68 % CL 95 % CL

µoff-shell
F µoff-shell

V (u) 0.62+0.68
−0.45

+1.38
−0.614

+1.1
−0.99998 < 3.0

µoff-shell
V µoff-shell

F (u) 0.90+0.9
−0.59

+2.0
−0.849

+2.0
−0.89 < 4.5

µoff-shell Roff-shell
V,F = 1 0.74+0.56

−0.38
+1.06
−0.61

+1.0
−0.84

+1.7
−0.9914

Roff-shell
V,F (u) 0.62+0.68

−0.45
+1.38
−0.6139

+1.1
−0.99996

+2.0
−0.99999

ΓH 2`2ν+4` 3.2+2.4
−1.7

+5.3
−2.7

+4.0
−3.5

+7.2
−4.07

ΓH 2`2ν 3.1+3.4
−2.1

+7.3
−2.9

+5.1
−3.7

+9.1
−4.099

ΓH 4` 3.8+3.8
−2.7

+8.0
−3.73

+5.1
−4.05 < 13.8
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SM-like scenario and with f̄a2 unconstrained, and between f̄a3 and f̄Λ1 unconstrained.
Any of the constraint scenarios exclude ΓH = 0 MeV with more than 99.7% confidence
in the observed result. The range of postfit sensitivity on the ΓH = 0 MeV hypoth-
esis coming from each bin in the 2`2ν and 4` off-shell signal regions is visualized in
Fig. 5.55.

Table 5.7: The constraints on the H boson total width ΓH at 68% and 95% CL are sum-
marized. They are reported for the analysis of the SM-like scenario, or an anomalous
coupling parameter of interest unconstrained. The designation ‘c.v.’ stands for the cen-
tral value obtained in the likelihood scan. The expected central value is always 4.1
MeV, so it is not quoted explicitly.

Parameter Condition Observed Expected

Best fit 68%CL 95%CL 68%CL 95%CL

SM-like 3.2 [1.5,5.6] [0.5,8.5] [0.6,8.1] [0.03,11.3]

ΓH(MeV)
fa2(u) 3.4 [1.6,5.7] [0.6,8.4] [0.5,8.0] [0.02,11.3]

fa3(u) 2.7 [1.3,4.8] [0.5,7.3] [0.5,8.0] [0.02,11.3]

fΛ1(u) 2.7 [1.3,4.8] [0.5,7.3] [0.6,8.1] [0.02,11.3]

fa2
(
×105) ΓH = ΓSM

H 79 [6.6,225] [−32,514] [−78,70] [−359,311]

ΓH(u) 72 [2.7,216] [−38,503] [−82,73] [−413,364]

fa3
(
×105) ΓH = ΓSM

H 2.2 [−6.4,32] [−46,107] [−55,55] [−198,198]

ΓH(u) 2.4 [−6.2,33] [−46,110] [−58,58] [−225,225]

fΛ1
(
×105) ΓH = ΓSM

H 2.9 [−0.62,17] [−11,46] [−11,20] [−47,68]

ΓH(u) 3.1 [−0.56,18] [−10,47] [−11,21] [−48,75]

The joint constraints can also be interpreted along the different f̄ai variables for the
ΓH = ΓSM

H and unconstrained ΓH scenarios. Off-shell data from the 2`2ν and 4`
channels do improve the constraints on the anomalous coupling parameters, but the
improvement is only of order 20%. They are likewise summarized in Table 5.7 with the
corresponding likelihood scans shown in Fig. 5.56.



147

0 0.5 1 1.5 2 2.5 3
off-shell
F

µ

0

0.5

1

1.5

2

2.5

3

3.5

4

of
f-

sh
el

l
Vµ

0 2 4 6 8 10 12 14 16 18

 ln L∆-2 

brNDC
 ln L = 5.99∆-2 
 ln L = 2.30∆-2 

Best fit
SM

CMS  (13 TeV)-1138 fb≤

0 1 2 3 4 5
off-shell
i

µ
0

2

4

6

8

10

12

14

 ln
L

∆
-2

 

off-shell
F

µ
off-shell
V

µ

Observed

Expected

CMS  (13 TeV)-1138 fb≤

68% CL

95% CL

0 1 2 3 4
off-shellµ

0

2

4

6

8

10

12

14

 ln
L

∆
-2

 

=1off-shell
V,FR

 (u)off-shell
V,FR

Observed

Expected

CMS  (13 TeV)-1138 fb≤

68% CL

95% CL

Figure 5.52: Top panel: Shown is the observed two-parameter likelihood scan of
µoff-shell

F and µoff-shell
V . The dot-dashed and dashed contours enclose the two-parameter

68% and 95% CL regions defined by −2∆ lnL = 2.30 and −2∆ lnL = 5.99, respec-
tively. The cross marks the observed minimum, and the blue rhombus marks the SM
values. Bottom panels: Shown are the observed (solid) and expected (dashed) likeli-
hood scans of µoff-shell

F , µoff-shell
V (left), and µoff-shell (right). The likelihood scans for

µoff-shell
F (blue) and µoff-shell

V (magenta) are obtained with the other parameter uncon-
strained, and in the case of µoff-shell, the likelihood scans are shown with (blue) and
without (magenta) the constraint Roff-shell

V,F = 1. The solid curves show the scans for the
observed data whereas the dashed are for the expectation. The long-dashed horizontal
lines show the one-parameter 68% (−2∆ lnL = 1.0) and 95% (−2∆ lnL = 3.84) CL
regions.
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Figure 5.53: These likelihood scans are showing the observed (solid) and expected
(dashed) likelihood scans of µoff-shell

F , µoff-shell
V , and µoff-shell from left to right. The

green or black curves in the first two panels show the results with the 2`2ν final state
or the combination with 4` events, respectively. The likelihood scans for µoff-shell

F
and µoff-shell

V are obtained with the other parameter unconstrained, and in the case of
µoff-shell, the interpretations with the constraint Roff-shell

V,F = 1 (red for the 2`2ν final state
only, and blue with the inclusion of 4` events) or Roff-shell

V,F unconstrained (green for the
2`2ν final state only, and violet with the inclusion of 4` events) are shown. In all cases,
µV is constrained in the 2`2ν parametrization of the small on-shell EW H boson con-
tribution. The solid curves show the scans for the observed data whereas the dashed
are for the expectation. The long-dashed horizontal lines show the one-parameter 68%
and 95% CL regions.
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Figure 5.55: Distributions of ratios of the numbers of events in each off-shell sig-
nal region bin. The ratios are taken after separate fits to the no off-shell hypothesis
(Nno off-shell) and the best overall fit (Nbest fit) with the observed ΓH value of 3.2 MeV
in the SM-like HVV couplings scenario. The stacked histogram displays the predicted
contributions (pink from the 4` off-shell and green from the 2`2ν off-shell signal re-
gions) after the best fit, with the hashed band representing the total postfit uncertainty
at 68% CL, and the gold dot-dashed line shows the predicted distribution of these ra-
tios for a fit to the no off-shell hypothesis. The black solid (hollow) points, with error
bars as uncertainties at 68% CL, represent the observed 2`2ν and 4` (4`-only) data.
The first and last bins contain the underflow and the overflow, respectively. The bot-
tom panel displays the ratio of the various displayed hypotheses or observed data to
the prediction from the best fit. The integrated luminosity reaches only up to 138 fb−1

since on-shell 4` events are not displayed.
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Figure 5.56: The likelihood scans of f̄a2 (top), f̄a3 (bottom left), and f̄Λ1 (bottom
right) are shown with the constraint ΓH = ΓSM
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Chapter 6
Conclusion and Perspectives

In this thesis the main focus was on H boson off-shell production, its decay width mea-
surement and the couplings between the H boson and the electroweak gauge bosons
in the off-shell region considering the SM and BSM hypotheses. For this purpose, we
studied the H→ ZZ→ 2`2ν processes in the main production modes i.e. the gluon
fusion (GF) and vector boson fusion (VBF) processes.

From the analysis described in this thesis, evidence for off-shell contributions of the
H boson to the production of Z boson pairs could be published for the first time, when
combining our analysis of the 2`2ν final state with previously published results from the
analysis of the 4` channel. The off-shell contributions appear as a destructive interfer-
ence in the ZZ spectrum at high mZZ. This interference is detected with a significance
of 3.6 sigma when assuming that the ratio of the gluon-fusion and vector-boson fusion
processes is as predicted by the standard model. Two-dimensional constraints on the
gluon-fusion and vector-boson fusion signal strengths are also derived. Our findings
support the standard-model description of the interaction between the H boson and the
massive vector bosons, which, by unitarity constraints, should feature such a destructive
interference. The sensitivity of the 2`2ν sample is found to be comparable to the one
of the 4` sample, and is even superior for the vector-boson fusion production process.
This can be seen by comparing the likelihood scans of µoff-shell

V in Fig. 5.53 between
2`2ν-only and the combination with 4` events.

Combining the 2`2ν and the 4` final states and the on-shell and off-shell event samples,
the most precise measurement of the width of the Higgs boson was performed, ΓH =
3.2+2.4
−1.7 MeV. This result is extracted under the assumption of the SM tensor structure

for the HVV interaction. The picture does not change much when allowing the tensor
structure of the HVV interaction to deviate from the standard model, as parametrized

153



154

by anomalous couplings. Two-parameter fits of one anomalous coupling and the width
show that the precision of the width measurement is not degraded significantly when
allowing the presence of anomalous couplings.

In contrast with what was expected from the higher mass scale tested by off-shell events,
we observed that the constraints on anomalous couplings improve little when including
off-shell events, as compared to what can be learned from on-shell 4` events. The
improvements are of the order of 10%.

A similar study was later conducted by the ATLAS collaboration [114], but with differ-
ences in experimental methods and data analysis techniques. Specifically, while both
experiments aimed to achieve the same goals, they differed in their event selection cri-
teria, categorization, and observables used in the analysis. The result of ATLAS on
the significance of the off-shell signal strength is 3.3 and the H boson decay width is
measured to be 4.5+3.3

−2.5 MeV.

The results of the ATLAS and the CMS experiments firmly establish the presence of
the off-shell H boson production. Furthermore, the uncertainty on the measurement of
the off-shell production cross section is dominated by statistical uncertainties, as can
be seen when comparing the results from the 2`2ν channel alone with the 2`2ν and 4`
combined results. This suggests clear ways of improving this measurement: adding the
2018 data to the CMS 4l off-shell analysis, combining the CMS result with the recently-
published ATLAS result, and repeating the analysis with the run 3 dataset.

The leading systematic uncertainties are of theoretical nature. The uncertainty with the
largest impact is the one that affects the NLO electroweak corrections to the irreducible
ZZ and WZ backgrounds. In the present analysis, these corrections are applied as dif-
ferential k-factors on top of simulations performed at NLO in QCD, and a conservative
uncertainty is applied. The uncertainty is constrained using a 3-lepton control region
targeting the WZ process, which is assumed to be affected by an uncertainty that is
100% correlated with the one affecting the ZZ background. In the future, our k-factors
could be compared to the full NLO results that will be available at some point and a less
conservative uncertainty could be used. The other theory uncertainties with a large im-
pact are the ones due to the simulation of the signal and of the interfering background.
In this respect, our analysis should already be close to optimal, as it relies on fixed-
mass NLO samples reweighted to model the off-shell spectrum, while generators of the
off-shell process are only available at LO. This is one of the main contributions of the
author of the present thesis to this analysis.

The instrumental pmiss
T background is difficult to measure, therefore reducing it as much

as possible is a good strategy. By investigating and improving the performance of filters
showing anomalous pmiss

T contributions, the author of this thesis contributed to make the
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analysis of the off-shell 2`2ν events more robust. Furthermore, the author of this thesis
contributed to the optimization of the analysis selection cuts rejecting the instrumental
pmiss

T backgrounds.



Publications and Presentations

The publications and presentations related to this research as the main contributions of
the author of this thesis are listed below.

Publications:

• A. Tumasyan et al., “Measurement of the Higgs boson width and evidence of
its off-shell contributions to ZZ production”, Nature Phys., vol. 18, no. 11, pp.
1329-1334, 2022. DOI : 10 . 1038 / s41567 - 022 - 01682 - 0. arXiv: 2202.06923
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Appendix A
Removing outliers in the reweighting
procedure

The reweighting weights for a given sample and hypothesis may occasionally be too
large a.k.a outliers which can artificially create irregular line shapes. The outliers are
due to the statistical effect from generating a finite number of events in each sample.
Therefore we need to avoid such effect by removing outliers larger than a threshold. For
this, weight thresholds are determined individually for each mVV bin in each sample by
sorting the reweighting weights from largest to smallest and examining the first quantile
of events according to a fraction per reweighting hypothesis, determined approximately
according to the distribution of weights. This fraction is taken to be 0.001 for hypotheses
that involve the continuum VV or BSM H boson contributions in the VBF samples, or
0.0005 for any other hypothesis or GF production mode samples. If the ratio of the
first and the last weight of this quantile is larger than 5 for any of the hypothesis, the
contribution from these events are removed for all other hypotheses too. After removing
the events with too large reweighted wights considered as outliers, the final weights
sum are no longer normalized to the actual sample cross section at the end. In order to
compensate the sample cross section normalization, the rest of the events in this bin for
this sample are scaled by the lost sum of native sample weights. This loss compensation
procedure is also applied in the same way if all matrix element ratio weights happen to
be 0 for any event, which only happens when the initial-final state configuration in the
VBF or WH topologies correspond solely to Wff′ couplings that scale with off-diagonal
CKM terms (i.e. the MCFM matrix elements assume a diagonal CKM matrix).
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Appendix B
Additional plots for validation of
merging procedure in the reweighting
process

These are the comparison displayed for on-shell H boson production in Figs. B.1, B.2,
and B.3 for the VBF (mjj > 130 GeV ), ZH (80 GeV <mjj < 100 GeV with compatible
initial and final partons), and WH (70 GeV < mjj < 90 GeV with compatible initial
and final partons) topologies, respectively.
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Constraints:
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Figure B.1: The distributions of cosθ1, cosθ2, cosθ∗, Φ1, Φ,
√
−q2

1 ,
√
−q2

2 , and mjj

(from top left to bottom right) for on-shell H boson production through the SM EW
signal process. The requirement mjj > 130 GeV is applied on all distributions to em-
phasize the VBF-like topology. The different predictions are shown on the legend at
the top, and all distributions are normalized to unit area. The unmerged POWHEG sce-
nario uses the two outgoing partons leading in pT to compute the kinematic quantities.
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Figure B.2: The distributions of cosθ1, cosθ2, cosθ∗, Φ1, Φ, m4`+jj and mjj (from top
left to bottom right) for on-shell H boson production through the SM EW signal pro-
cess. The requirement 80 GeV < mjj < 100 GeV is applied along with requirements
on the initial and final state composition to emphasize the ZH-like topology. The dif-
ferent predictions are shown on the legend at the top, and all distributions are normal-
ized to unit area. The unmerged POWHEG scenario uses the two outgoing partons
leading in pT to compute the kinematic quantities.
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Figure B.3: The distributions of cosθ1, cosθ2, cosθ∗, Φ1, Φ, m4`+jj and mjj (from top
left to bottom right) for on-shell H boson production through the SM EW signal pro-
cess. The requirement 70 GeV <mjj < 90 GeV is applied along with requirements on
the initial and final state composition to emphasize the WH-like topology. The differ-
ent predictions are shown on the legend at the top, and all distributions are normalized
to unit area. The unmerged POWHEG scenario uses the two outgoing partons leading
in pT to compute the kinematic quantities.



Appendix C
Additional plots for non-resonant
background estimation

Figures C.1 and C.2 illustrate the agreement between the predicted and expected non-
resonant background component on the m`` distributions in the signal region for the
2016 and 2017 data sets, respectively, and also compare the simulation to the prediction
from observed eµ events. Likewise, Figs. C.4 and C.5 compare the pmiss

T distributions
in the signal region for the 2016 and 2017 data sets, respectively, and Figs. C.6 and C.7
correspond to the mZZ

T distributions over these different data periods. The distributions
of various kinematic discriminants defined in Eq. (5.7) and used in the Nj ≥ 2 category
are also compared in Fig. C.8 for the SM DVBF

2jet discriminant used in the analysis for the
2016, 2017, 2018 data periods separately. Figures C.9 and C.10 likewise show compar-
isons for the remaining three different BSM discriminants for the 2016 and 2017 data
sets, respectively. The distributions of Nj itself are shown in Fig. C.11.
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Figure C.1: The m`` distributions (e e on the top, µ µ on the bottom panels) in the
signal region are shown for the 2016 data set in each Nj category (= 0, = 1, and
≥ 2 from left to right). The red points with error bars show the prediction from the
observed data, either with f ``corr factors applied (filled stars with solid error bars) or
without (hollow stars with dashed error bars). The predictions of each simulated non-
resonant background component are shown in histograms filled with different colors,
stacked on top of each other. The hollow, solid and dashed purple histograms show the
prediction from simulated eµ events, reweighted according to 5.8 with the f ``corr factor
included or omitted, respectively. The hollow, solid histograms agree with the predic-
tion of the sum of light green (WW continuum production), orange (WW production
through the tt̄ process), and gray (other small nonresonant contributions) histograms
within the statistical uncertainties of the simulation. The statistical uncertainties on the
expected and predicted distributions from simulation are not shown in the top event
distribution panels to avoid cluttering, but they are shown in the bottom ratio panels,
which are shown relative to the stacked histograms.
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Figure C.2: The m`` distributions (e e on the top, µ µ on the bottom panels) in the
signal region are shown for the 2017 data set in each Nj category (= 0, = 1, and
≥ 2 from left to right). The red points with error bars show the prediction from the
observed data, either with f ``corr factors applied (filled stars with solid error bars) or
without (hollow stars with dashed error bars). The predictions of each simulated non-
resonant background component are shown in histograms filled with different colors,
stacked on top of each other. The hollow, solid histograms agree with the prediction of
the sum of light green (WW continuum production), orange (WW production through
the tt̄ process), and gray (other small nonresonant contributions) histograms within the
statistical uncertainties of the simulation. The statistical uncertainties on the expected
and predicted distributions from simulation are not shown in the top event distribu-
tion panels to avoid cluttering, but they are shown in the bottom ratio panels, which are
shown relative to the stacked histograms.
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Figure C.3: The m`` distributions (e e on the top, µ µ on the bottom panels) in the
signal region are shown for the 2018 data set in each Nj category (= 0, = 1, and
≥ 2 from left to right). The red points with error bars show the prediction from the
observed data, either with f ``corr factors applied (filled stars with solid error bars) or
without (hollow stars with dashed error bars). The predictions of each simulated non-
resonant background component are shown in histograms filled with different colors,
stacked on top of each other. The hollow, solid histograms agree with the prediction of
the sum of light green (WW continuum production), orange (WW production through
the tt̄ process), and gray (other small nonresonant contributions) histograms within the
statistical uncertainties of the simulation. The statistical uncertainties on the expected
and predicted distributions from simulation are not shown in the top event distribu-
tion panels to avoid cluttering, but they are shown in the bottom ratio panels, which are
shown relative to the stacked histograms.
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Figure C.4: The pmiss
T distributions (e e on the top, µ µ on the bottom panels) in the

signal region are shown for the 2016 data set in each Nj category (= 0, = 1, and
≥ 2 from left to right). The red points with error bars show the prediction from the
observed data, either with f ``corr factors applied (filled stars with solid error bars) or
without (hollow stars with dashed error bars). The predictions of each simulated non-
resonant background component are shown in histograms filled with different colors,
stacked on top of each other. The hollow, solid and dashed purple histograms show the
prediction from simulated eµ events, reweighted according to 5.8 with the f ``corr factor
included or omitted, respectively. The hollow, solid histograms agree with the predic-
tion of the sum of light green (WW continuum production), orange (WW production
through the tt̄ process), and gray (other small nonresonant contributions) histograms
within the statistical uncertainties of the simulation. The statistical uncertainties on the
expected and predicted distributions from simulation are not shown in the top event
distribution panels to avoid cluttering, but they are shown in the bottom ratio panels,
which are shown relative to the stacked histograms.
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Figure C.5: The pmiss
T distributions (e e on the top, µ µ on the bottom panels) in the

signal region are shown for the 2017 data set in each Nj category (= 0, = 1, and
≥ 2 from left to right). The red points with error bars show the prediction from the
observed data, either with f ``corr factors applied (filled stars with solid error bars) or
without (hollow stars with dashed error bars). The predictions of each simulated non-
resonant background component are shown in histograms filled with different colors,
stacked on top of each other. The hollow, solid histograms agree with the prediction of
the sum of light green (WW continuum production), orange (WW production through
the tt̄ process), and gray (other small nonresonant contributions) histograms within the
statistical uncertainties of the simulation. The statistical uncertainties on the expected
and predicted distributions from simulation are not shown in the top event distribu-
tion panels to avoid cluttering, but they are shown in the bottom ratio panels, which are
shown relative to the stacked histograms.
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Figure C.6: The mZZ
T distributions (e e on the top, µ µ on the bottom panels) in the

signal region are shown for the 2016 data set in each Nj category (= 0, = 1, and ≥ 2
from left to right). The different components and style features shown match those in
Fig. C.1.
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Figure C.7: The mZZ
T distributions (e e on the top, µ µ on the bottom panels) in the

signal region are shown for the 2017 data set in each Nj category (= 0, = 1, and ≥ 2
from left to right). The different components and style features shown match those in
Fig. C.2.
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Figure C.8: The distributions of SM DVBF
2jet kinematic discriminants in the signal region

are shown for the 2016, 2017, and 2018 data periods from left to right in the Nj ≥ 2
category. The decay channel e e is shown on the top panels, and µ µ is shown on the
bottom ones. The components shown and the style conventions shown are the same as
the corresponding figures for the m`` distributions.
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Figure C.9: The distributions of different BSM DVBF
2jet kinematic discriminants in the

signal region are shown for the 2016 data set in the Nj ≥ 2 category. The decay chan-
nel e e is shown on the top panels, and µ µ is shown on the bottom ones. From left to
right the DVBF

2jet discriminants shown are for the fa2 = 1, fa3 = 1 and fΛ1 = 1 VBF
hypotheses. The components shown and the style conventions shown are the same as
the corresponding figures for the m`` distributions.
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Figure C.10: The distributions of different BSM DVBF
2jet kinematic discriminants in the

signal region are shown for the 2017 data set in the Nj ≥ 2 category. The decay chan-
nel e e is shown on the top panels, and µ µ is shown on the bottom ones. From left to
right the DVBF

2jet discriminants shown are for the fa2 = 1, fa3 = 1 and fΛ1 = 1 VBF
hypotheses. The components shown and the style conventions shown are the same as
the corresponding figures for the m`` distributions.
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Figure C.11: The distributions of Nj are shown from the signal region for the data pe-
riods 2016–2018 from left to right. The top and bottom panels display e e and µ µ
channels, respectively. The last bins contain the overflow.



Appendix D
List of various samples used in the
thesis

Table D.1: List of data samples used for EOY and UL datasets for MET filter studies.
EOY datasets UL datasets

MET/Run2016*-17Jul2018* MET/Run2016*-21Feb2020*UL2016_HIPM-v1
MET/Run2016*-21Feb2020_UL2016-v1

MET/Run2017*-31Mar2018-v1 MET/Run2017*-UL2017_MiniAODv2-v1
MET/Run2018*-17Sep2018-v1 MET/Run2018*-UL2018_MiniAODv2-v1

Table D.2: MC production campaigns for EOY and UL datasets used for MET filter
studies.

Dataset Campaign
2016 EOY Summer16MiniAODv3
2016 UL Summer20UL16MiniAOD-106X, Summer20UL16MiniAODAPV
2017 EOY Fall17MiniAODv2
2017 UL Summer19UL17MiniAODv2, Summer20UL17MiniAOD(v2)
2018 EOY Autumn18MiniAOD
2018 UL Summer19UL18MiniAOD, Summer20UL18MiniAOD
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Table D.3: List of EOY and UL MC samples as well as their cross section (i.e. σ) used
for MET filter studies.
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Table D.4: The miniAOD tags of the simulation samples used in the analysis of dilep-
ton signal or control regions for the 2016 data set. The cross sections quoted include
any branching ratio corrections when necessary. The nanoAOD tags used derive from
these tags based on v7 of the nanoAOD data format. The miniAOD version tag cor-
responds to RunIISummer16MiniAODv3 - PUMoriond17_94X_mcRun2 _asymp-
totic_v3* in these samples.

Sample tag Purpose σ (pb )

DYJetsToLL_M-10to50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8
DY / Instr. pmiss

T
18780

DYJetsToLL_M-50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 5931

ST_t-channel_top_4f_inclusiveDecays_13TeV*pythia8_TuneCUETP8M1 123.308811

ST_t-channel_antitop*_13TeV-powhegV2*pythia8_TuneCUETP8M1 74.41085

ST_s-channel_4f_leptonDecays_13TeV-amcatnlo-pythia8_TuneCUETP8M1 Single top / NRB 3.365

ST_tW_top_5f_NoFullyHadronicDecays_13TeV-powheg_TuneCUETP8M1 38.09

ST_tW_antitop_5f_NoFullyHadronicDecays_13TeV-powheg_TuneCUETP8M1 38.06

TTTo2L2Nu_TuneCUETP8M2_ttHtranche3_13TeV-powheg-pythia8 87.3348

TTZToQQ_TuneCUETP8M1_13TeV-amcatnlo-pythia8
tt̄ / NRB

0.5297

TTZToLLNuNu_M-10_TuneCUETP8M1_13TeV-amcatnlo-pythia8 0.2529

TTWJetsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8 0.2005

WWToLNuQQ_13TeV-powheg 43.53

WWTo1L1Nu2Q_13TeV_amcatnloFXFX_madspin_pythia8 45.67

WWTo2L2Nu_13TeV-powheg
W decays / NRB

10.48

WWTo2L2Nu_13TeV-powheg-CUETP8M1Down 10.48

WWTo2L2Nu_13TeV-powheg-CUETP8M1Up 10.48

WWW_4F_TuneCUETP8M1_13TeV-amcatnlo-pythia8 0.208569

tZq_ll_4f_13TeV-amcatnlo-pythia8 0.0758

ZZTo2L2Nu_13TeV_powheg_pythia8* 0.5644

ZZTo4L_13TeV_powheg_pythia8* 1.256

ZZTo2Q2Nu_13TeV_amcatnloFXFX_madspin_pythia8 4.041

ZZTo2L2Q_13TeV_powheg_pythia8 3.521

WZTo1L1Nu2Q_13TeV_amcatnloFXFX_madspin_pythia8 10.74

WZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8
Irreducible BKG

5.605

WZTo1L3Nu_13TeV_amcatnloFXFX_madspin_pythia8 3.067

WZTo3LNu_mllmin01_13TeV-powheg-pythia8* (*) 35.1526

WZTo3LNu_TuneCUETP8M1_13TeV-powheg-pythia8 4.42965

WZTo3LNu_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 4.699

WWZ_TuneCUETP8M1_13TeV-amcatnlo-pythia8 0.1651

WZZ_TuneCUETP8M1_13TeV-amcatnlo-pythia8 0.055646

ZZZ_TuneCUETP8M1_13TeV-amcatnlo-pythia8 0.01398

(*) The reported cross section is scaled by 0.6 with respect to the POWHEG value.
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Table D.5: The miniAOD tags of the simulation samples used in the analysis of dilep-
ton signal or control regions for the 2017 data set. The cross sections quoted include
any branching ratio corrections when necessary. The nanoAOD tags used derive from
these tags based on v7 of the nanoAOD data format. The miniAOD version tag cor-
responds to RunIIFall17MiniAODv2-PU2017_12Apr2018_*94X_mc2017 _realis-
tic_v14* in these samples, where almost all are corrected for the pileup premixing
software bug.

Sample tag Purpose σ (pb )
DYJetsToLL_M-10to50_TuneCP5_13TeV-madgraphMLM-pythia8

DY / Instr. pmiss
T

15800
DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8 6225.4

ST_t-channel_top_5f_TuneCP5_13TeV-powheg-pythia8 138
ST_t-channel_antitop_5f_TuneCP5_PSweights_13TeV-powheg-pythia8 82.5

ST_s-channel_top_leptonDecays_13TeV-PSweights_powheg-pythia 5.756
ST_s-channel_antitop_leptonDecays_13TeV-PSweights_powheg-pythia Single top / NRB 3.58

ST_s-channel_4f_leptonDecays_TuneCP5_PSweights_13TeV-amcatnlo-pythia8 3.74
ST_tW_top_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-pythia8 20.248

ST_tW_antitop_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-pythia8 18.502
TTTo2L2Nu_TuneCP5_PSweights_13TeV-powheg-pythia8 87.3348
TTZToLLNuNu_M-10_TuneCP5_13TeV-amcatnlo-pythia8 tt̄ / NRB 0.2432

TTWJetsToLNu_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 0.2181
WWToLNuQQ_NNPDF31_TuneCP5_*13TeV-powheg-pythia8 45.99
WWTo2L2Nu_NNPDF31_TuneCP5_*13TeV-powheg-pythia8 W decays / NRB 11.08

WWTo2L2Nu_NNPDF31_TuneCP5Down_*13TeV-powheg-pythia8 11.08
WWTo2L2Nu_NNPDF31_TuneCP5Up_*13TeV-powheg-pythia8 11.08

WWW_4F_TuneCP5_13TeV-amcatnlo-pythia8 0.2154
tZq_ll_4f_ckm_NLO_TuneCP5_PSweights_13TeV-amcatnlo-pythia8 0.0758

ZZTo2L2Nu_13TeV_powheg_pythia8 0.6008
ZZTo2L2Nu_mZMin-18_TuneCP5_13TeV-powheg-pythia8 (*) 0.64819

ZZTo4L_13TeV_powheg_pythia8 1.325
ZZTo2Q2Nu_TuneCP5_13TeV_amcatnloFXFX_madspin_pythia8 4.325

ZZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 3.691
WZTo1L1Nu2Q_13TeV_amcatnloFXFX_madspin_pythia8 11.74

WZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 Irreducible BKG 6.284
WZTo1L3Nu_13TeV_amcatnloFXFX_madspin_pythia8_v2 3.325

WZTo3LNu_mllmin01_NNPDF31_TuneCP5_13TeV_powheg_pythia8 (**) 37.3008
WZTo3LNu_13TeV-powheg-pythia8 4.658

WZTo3LNu_TuneCP5_13TeV-amcatnloFXFX-pythia8 5.087
WWZ_4F_TuneCP5_13TeV-amcatnlo-pythia8 0.1675

WZZ_TuneCP5_13TeV-amcatnlo-pythia8 0.0571
ZZZ_TuneCP5_13TeV-amcatnlo-pythia8 0.01473

(*) The reported cross section is scaled by 1.078882 with respect to the POWHEG value.
(**) The reported cross section is scaled by 0.6 with respect to the POWHEG value.
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Table D.6: The miniAOD tags of the simulation samples used in the analysis of dilep-
ton signal or control regions for the 2018 data set. The cross sections quoted include
any branching ratio corrections when necessary. The nanoAOD tags used derive from
these tags based on v7 of the nanoAOD data format. The miniAOD version tag cor-
responds to RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15* in these
samples.

Sample tag Purpose σ (pb )
DYJetsToLL_M-10to50_TuneCP5_13TeV-madgraphMLM-pythia8

DY / Instr. pmiss
T

15800
DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8 6225.4

ST_t-channel_top_5f_TuneCP5_13TeV-powheg-pythia8 138
ST_t-channel_antitop_5f_TuneCP5_13TeV-powheg-pythia8 82.5

ST_s-channel_top_leptonDecays_13TeV-PSweights_powheg-pythia Single top / NRB 5.756
ST_s-channel_antitop_leptonDecays_13TeV-PSweights_powheg-pythia 3.58

ST_tW_top_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-pythia8 20.248
ST_tW_antitop_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-pythia8 18.502

TTTo2L2Nu_TuneCP5_13TeV-powheg-pythia8 87.3348
TTZToLLNuNu_M-10_TuneCP5_13TeV-amcatnlo-pythia8 tt̄ 0.2432

TTWJetsToLNu_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 0.2181
WWToLNuQQ_NNPDF31_TuneCP5_13TeV-powheg-pythia8 45.99
WWTo2L2Nu_NNPDF31_TuneCP5_13TeV-powheg-pythia8 W decays / NRB 11.08

WWW_4F_TuneCP5_13TeV-amcatnlo-pythia8 0.2154
tZq_ll_4f_ckm_NLO_TuneCP5_13TeV-madgraph-pythia8 0.0758

ZZTo2L2Nu_TuneCP5_13TeV_powheg_pythia8 0.6008
ZZTo2L2Nu_mZMin-18_TuneCP5_13TeV-powheg-pythia8 (*) 0.64819

ZZTo4L_TuneCP5_13TeV_powheg_pythia8 1.325
ZZTo2Q2Nu_TuneCP5_13TeV_amcatnloFXFX_madspin_pythia8 4.325

ZZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 3.691
WZTo1L1Nu2Q_13TeV_amcatnloFXFX_madspin_pythia8 11.74

WZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 Irreducible BKG 6.284
WZTo1L3Nu_13TeV_amcatnloFXFX_madspin_pythia8 3.325

WZTo3LNu_mllmin01_NNPDF31_TuneCP5_13TeV_powheg_pythia8 (**) 37.3008
WZTo3LNu_TuneCP5_13TeV-powheg-pythia8 4.658

WZTo3LNu_TuneCP5_13TeV-amcatnloFXFX-pythia8 5.087
WWZ_TuneCP5_13TeV-amcatnlo-pythia8 0.1675
WZZ_TuneCP5_13TeV-amcatnlo-pythia8 0.0571
ZZZ_TuneCP5_13TeV-amcatnlo-pythia8 0.01473

(*) The reported cross section is scaled by 1.078882 with respect to the POWHEG value.
(**) The reported cross section is scaled by 0.6 with respect to the POWHEG value.
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Table D.7: The miniAOD tags of the simulation samples used in the analysis of single
photon control region for the 2016 data set. The nanoAOD tags used derive from these
tags based on v7 of the nanoAOD data format. The miniAOD version tag corresponds
to RunIISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3* in
these samples.

Sample tag σ (pb )

WJetsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 60490
GJets_HT-40To100_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 20820
GJets_HT-100To200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 9249
GJets_HT-200To400_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 2305
GJets_HT-400To600_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 275.3
GJets_HT-600ToInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 93.41
QCD_HT50to100_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 246300000
QCD_HT100to200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 27970000
QCD_HT200to300_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1711000
QCD_HT300to500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 347800
QCD_HT500to700_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 32100

QCD_HT700to1000_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 6835
QCD_HT1000to1500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1209
QCD_HT1500to2000_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 119.8
QCD_HT2000toInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 25.36

TTJets_TuneCUETP8M2T4_13TeV-amcatnloFXFX-pythia8 747.8
TGJets_leptonDecays_13TeV_amcatnlo_madspin_pythia8 2.97

TTGJets_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8 3.761
WGToLNuG_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 489

WGToLNuG_01J_5f_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 178.2
WGToLNuG_01J_5f_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 178.2

WplusG_WtoLNu_TuneCUETP8M1_13TeV-powheg-pythia8 33420
WminusG_WtoLNu_TuneCUETP8M1_13TeV-powheg-pythia8 24780

WZG_TuneCUETP8M1_13TeV-amcatnlo-pythia8 0.04123
ZJetsToNuNu_HT-100To200_13TeV-madgraph 344.83
ZJetsToNuNu_HT-200To400_13TeV-madgraph 95.534
ZJetsToNuNu_HT-400To600_13TeV-madgraph 13.198
ZJetsToNuNu_HT-600To800_13TeV-madgraph 3.221

ZJetsToNuNu_HT-800To1200_13TeV-madgraph 1.474
ZJetsToNuNu_HT-1200To2500_13TeV-madgraph 0.3586
ZJetsToNuNu_HT-2500ToInf_13TeV-madgraph 0.008203

ZGTo2NuG_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 27.99
ZGTo2NuG_PtG-130_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 0.278

ZNuNuGJets_MonoPhoton_PtG-40to130_TuneCUETP8M1_13TeV-madgraph 2.786
ZGTo2LG_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 99.1

ZGTo2LG_PtG-130_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 0.158
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Table D.8: The miniAOD tags of the simulation samples used in the analysis of single
photon control region for the 2017 data set. The nanoAOD tags used derive from these
tags based on v7 of the nanoAOD data format. The miniAOD version tag corresponds
to RunIIFall17MiniAODv2-PU2017_12Apr2018_*94X_mc2017_realistic_v14* in
these samples, where almost all are corrected for the pileup premixing software bug.

Sample tag σ (pb )

WJetsToLNu_0J_TuneCP5_13TeV-amcatnloFXFX-pythia8 49141
WJetsToLNu_1J_TuneCP5_13TeV-amcatnloFXFX-pythia8 8045.1
WJetsToLNu_2J_TuneCP5_13TeV-amcatnloFXFX-pythia8 3159.9

GJets_HT-40To100_TuneCP5_13TeV-madgraphMLM-pythia8 20790
GJets_HT-100To200_TuneCP5_13TeV-madgraphMLM-pythia8 9238
GJets_HT-200To400_TuneCP5_13TeV-madgraphMLM-pythia8 2305
GJets_HT-400To600_TuneCP5_13TeV-madgraphMLM-pythia8 274.4
GJets_HT-600ToInf_TuneCP5_13TeV-madgraphMLM-pythia8 93.46
QCD_HT50to100_TuneCP5_13TeV-madgraphMLM-pythia8 185800000

QCD_HT100to200_TuneCP5_13TeV-madgraph-pythia8 23660000
QCD_HT200to300_TuneCP5_13TeV-madgraph-pythia8 1559000
QCD_HT300to500_TuneCP5_13TeV-madgraph-pythia8 323300
QCD_HT500to700_TuneCP5_13TeV-madgraph-pythia8 30000

QCD_HT700to1000_TuneCP5_13TeV-madgraph-pythia8 6330
QCD_HT1000to1500_TuneCP5_13TeV-madgraph-pythia8 1098
QCD_HT1500to2000_TuneCP5_13TeV-madgraph-pythia8 99.8
QCD_HT2000toInf_TuneCP5_13TeV-madgraph-pythia8 20.35

TTJets_TuneCP5_13TeV-amcatnloFXFX-pythia8 748.8
TGJets_leptonDecays_TuneCP5_PSweights_13TeV-amcatnlo-pythia8 2.872

TTGJets_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 3.746
WGToLNuG_TuneCP5_13TeV-madgraphMLM-pythia8 444.6

WGToLNuG_01J_5f_*TuneCP5_13TeV-amcatnloFXFX-pythia8 191.4
WplusG_WtoLNu_TuneCP5_13TeV-powheg-pythia8 34220

WminusG_WtoLNu_TuneCP5_13TeV-powheg-pythia8 25350
WZG_TuneCP5_13TeV-amcatnlo-pythia8 0.04123

ZJetsToNuNu_HT-100To200_13TeV-madgraph 303.9
ZJetsToNuNu_HT-200To400_13TeV-madgraph 91.03
ZJetsToNuNu_HT-400To600_13TeV-madgraph 13.07
ZJetsToNuNu_HT-600To800_13TeV-madgraph 3.26
ZJetsToNuNu_HT-800To1200_13TeV-madgraph 1.509

ZJetsToNuNu_HT-1200To2500_13TeV-madgraph 0.3401
ZJetsToNuNu_HT-2500ToInf_13TeV-madgraph 0.00527

ZGTo2NuG_TuneCP5_13TeV-amcatnloFXFX-pythia8 30.05
ZGTo2NuG_PtG-130_TuneCP5_13TeV-amcatnloFXFX-pythia8 0.2828

ZNuNuGJets_MonoPhoton_PtG-40to130_TuneCP5_13TeV-madgraph-pythia8 3.003
ZNuNuGJets_MonoPhoton_PtG-130_TuneCP5_13TeV-madgraph-pythia8 0.1926

ZGTo2LG_PtG-130_TuneCP5_13TeV-amcatnloFXFX-pythia8 0.1595
ZLLGJets_MonoPhoton_PtG-40to130_TuneCP5_13TeV-madgraph-pythia8 5.485

ZLLGJets_MonoPhoton_PtG-130_TuneCP5_13TeV-madgraph-pythia8 0.1472



193

Table D.9: The miniAOD tags of the simulation samples used in the analysis of single
photon control region for the 2018 data set. The nanoAOD tags used derive from these
tags based on v7 of the nanoAOD data format. The miniAOD version tag corresponds
to RunIIAutumn18MiniAOD-102X_upgrade2018_realistic_v15* in these samples.

Sample tag σ (pb )

WJetsToLNu_0J_TuneCP5_13TeV-amcatnloFXFX-pythia8 49141
WJetsToLNu_1J_TuneCP5_13TeV-amcatnloFXFX-pythia8 8045.1
WJetsToLNu_2J_TuneCP5_13TeV-amcatnloFXFX-pythia8 3159.9

GJets_HT-40To100_TuneCP5_13TeV-madgraphMLM-pythia8 20790
GJets_HT-100To200_TuneCP5_13TeV-madgraphMLM-pythia8 9238
GJets_HT-200To400_TuneCP5_13TeV-madgraphMLM-pythia8 2305
GJets_HT-400To600_TuneCP5_13TeV-madgraphMLM-pythia8 274.4
GJets_HT-600ToInf_TuneCP5_13TeV-madgraphMLM-pythia8 93.46
QCD_HT50to100_TuneCP5_13TeV-madgraphMLM-pythia8 185800000
QCD_HT100to200_TuneCP5_13TeV-madgraphMLM-pythia8 23660000
QCD_HT200to300_TuneCP5_13TeV-madgraphMLM-pythia8 1559000
QCD_HT300to500_TuneCP5_13TeV-madgraphMLM-pythia8 323300
QCD_HT500to700_TuneCP5_13TeV-madgraphMLM-pythia8 30000
QCD_HT700to1000_TuneCP5_13TeV-madgraphMLM-pythia8 6330

QCD_HT1000to1500_TuneCP5_13TeV-madgraphMLM-pythia8 1098
QCD_HT1500to2000_TuneCP5_13TeV-madgraphMLM-pythia8 99.8
QCD_HT2000toInf_TuneCP5_13TeV-madgraphMLM-pythia8 20.35

TTJets_TuneCP5_13TeV-amcatnloFXFX-pythia8 748.8
TGJets_leptonDecays_TuneCP5_13TeV-madgraph-pythia8 2.872

TTGJets_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 3.746
WGToLNuG_TuneCP5_13TeV-madgraphMLM-pythia8 444.6

WGToLNuG_01J_5f_*TuneCP5_13TeV-amcatnloFXFX-pythia8 191.4
WplusG_WtoLNu_TuneCP5_13TeV-powheg-pythia8 34220

WminusG_WtoLNu_TuneCP5_13TeV-powheg-pythia8 25350
WZG_TuneCP5_13TeV-amcatnlo-pythia8 0.04123

ZJetsToNuNu_HT-100To200_13TeV-madgraph 303.9
ZJetsToNuNu_HT-200To400_13TeV-madgraph 91.03
ZJetsToNuNu_HT-400To600_13TeV-madgraph 13.07
ZJetsToNuNu_HT-600To800_13TeV-madgraph 3.26
ZJetsToNuNu_HT-800To1200_13TeV-madgraph 1.509

ZJetsToNuNu_HT-1200To2500_13TeV-madgraph 0.3401
ZJetsToNuNu_HT-2500ToInf_13TeV-madgraph 0.00527

ZGTo2NuG_TuneCP5_13TeV-amcatnloFXFX-pythia8 30.05
ZGTo2NuG_PtG-130_TuneCP5_13TeV-amcatnloFXFX-pythia8 0.2828

ZNuNuGJets_MonoPhoton_PtG-40to130_TuneCP5_13TeV-madgraph-pythia8 3.003
ZNuNuGJets_MonoPhoton_PtG-130_TuneCP5_13TeV-madgraph-pythia8 0.1926

ZGTo2LG_PtG-130_TuneCP5_13TeV-amcatnloFXFX-pythia8 0.1595
ZLLGJets_MonoPhoton_PtG-40to130_TuneCP5_13TeV-madgraph-pythia8 5.485

ZLLGJets_MonoPhoton_PtG-130_TuneCP5_13TeV-madgraph-pythia8 0.1472
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