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Abstract

The Standard Model (SM) of Particle Physics has been incredibly successful and accurate in

describing the fundamental particles that make up the world around us and the way they be-

have. However, we know it is not the ultimate theory of nature as some phenomena remain

unexplained. Outstanding questions include what is dark matter, this mysterious material which

can be inferred from observations of the universe but has not been directly detected; and where

does gravity fit into the picture? These questions motivate our search for physics Beyond the

Standard Model (BSM) at the Large Hadron Collider at the CERN research facility. Here we

accelerate protons around a 27 km ring and collide them at four experiments located under-

ground. When we collide protons we effectively collide the more fundamental particles within

the protons, quarks and gluons. This thesis focuses on research undertaken at the CMS exper-

iment studying the heaviest quarks, top quarks, which are not found in nature but instead are

produced in high-energy experiments. Top quarks are most often produced in pairs, however,

this thesis focuses on the search for the simultaneous production of four top quarks, which is an

incredibly rare process in comparison. A precision measurement of this rare process would be a

stringent test on the SM and may give hints of physics beyond the standard model. Untangling

the signal of four-top-quark production from the overwhelming background of top-quark-pair

production in the output of the detector is incredibly difficult. Algorithms, which are often

used in developing artificial intelligence, are therefore employed to exploit subtle differences in

signatures, greatly increasing the sensitivity. Results are presented which place tight limits on

the rate of four-top-quark production and projections of the future sensitivity are made. This

includes an estimate of when CMS will have sufficient data to definitively observe this process

at SM rates. The results also allow us to place constraints on properties of hypothesised BSM

particles. Here we interpret the results to place constraints on the mass and top quark-coupling

of one such particle, the sgluon.
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Samenvatting

Het Standaard Model (SM) van deeltjesfysica is ongelofelijk succesvol en nauwkeurig in het

beschrijven van de fundamentele deeltjes in de wereld om ons heen en de manier waarop ze zich

gedragen. Maar we weten dat het niet de ultieme natuurkundige theorie is, omdat een aantal

verschijnselen onverklaard blijven in het SM. Openstaande vragen zijn: wat is donkere materie,

het bestaan van deze mysterieuze substantie kan worden afgeleid uit waarnemingen van het hee-

lal, maar is nog niet rechtstreeks waargenomen; en waar past de zwaartekracht in het plaatje?

Deze vragen motiveren onze zoektocht naar de fysica voorbij het Standaard Model (BSM) bij

de Large Hadron Collider op het CERN. Hier versnellen we protonen rond een ring van 27

km omtrek. Op vier plaatsen aan de ring liggen ondergrondse experimenten waar de protonen

worden gebotst. Wanneer protonen botsen, bestuderen we effectief de werkelijk fundamentele

deeltjes in het proton, quarks en gluonen. Dit proefschrift richt zich op onderzoek gebruikmakend

van de proton-proton botsingen waargenomen door het CMS-experiment. Het zwaarste bekende

elementaire deeltje, de top-quark, is niet te vinden in de natuur, maar in plaats daarvan kan

worden geproduceerd in de botsingen bij de LHC. Top quarks worden meestal geproduceerd in

paren, maar dit proefschrift richt zich op de zoektocht naar de productie van vier top-quark

tegelijkertijd, dat is een ongelooflijk zeldzaam proces in vergelijking met paarproductie. Een

nauwkeurige meting van deze zeldzame proces zou een strenge test zijn van het SM en kan hints

geven of er nieuwe deeltjes worden gemaakt samen die in vier top quarks uiteenvallen. Het

identificeren van het signaal van vier top-quark productie in de overweldigende achtergrond van

top-quark-paarproductie in de data is een ongelooflijk moeilijke wetenschappelijke uitdaging. Hi-

ervoor worden machine-learning algoritmen toegepast. Op deze wijze kunnen subtiele verschillen

tussen de productie van top quark paren en vier top quarks in de botsing worden benut, en dit

leidt tot een aanzienlijke verhoging van de gevoeligheid van de data-analyse. De resultaten van

dit onderzoek plaatsen de meest strakke grenzen aan de werkzame doorsnede voor productie van

vier top quarks. De resultaten zijn ook in staat om beperkingen te geven op de eigenschappen

van eventuele hypothetische BSM deeltjes. In dit onderzoek worden daarom de resultaten ook

geïnterpreteerd als een functie van de massa en top quark-koppeling van zo’n hypothetisch nieuw

deeltje, het zogenaamde sgluon.
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1 | Introduction
The standard model (SM) of particle physics is the currently accepted theory for

describing the known fundamental building blocks of the universe. It includes

the six quarks and six leptons (and their anti-particles) and the four fundamental

forces, electromagnetism, weak force, strong force and gravity. It also includes the

Higgs boson that arises from the Brout-Englert-Higgs mechanism which describes

the origin of mass of the quarks, leptons and weak gauge bosons. It has stood up to

rigorous testing at experiments such as at the Deutsches Elektronen-Synchrotron

(DESY), the Large Electron Positron collider (LEP) at CERN and the Tevatron at

Fermilab. However there are still many unanswered questions about the universe

such as how does gravity fit in when it is not described in the SM? What is the dark

matter in the universe that affects galaxy rotation curves and causes gravitational

lensing where no baryonic matter is present? The Large Hadron Collider (LHC)

at CERN aims to answers these question by studying the possible signatures of

new physics that may arise around the electroweak scale. One of the main goals

of the LHC was to find the Higgs boson which was confirmed in July 2012. The

precision measurement of SM processes is also still very important as deviations

from the SM expectation can give hints about new physics and they are also key

background processes which should be well understood so that new physics signals

can be found.

The SM process of the production of four top quarks is studied in this thesis.

Although this process is predicted by the SM it is extremely rare and hence it

has not yet been possible to measure it. A precision measurement of four top

quark production would be an exceptional test of the SM. In addition to this,

many models of new physics predict final states which contain four top quarks

including supersymmetry, models with extra dimensions, models where the top

quark/Higgs boson is a composite particle, or models which contain pair-produced

scalar particle which decay into top quark pairs. Therefore the SM production of
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four top quarks is both an important background to these new models and the

production rate of four top quarks may be enhanced by new physics models.

The thesis is structured as follows: First the background theory of particle physics

and top quark physics is discussed in Chapter 2. The LHC and particularly the

CMS detector are described in Chapter 3. The reconstruction of physics objects

from the detector read-out are given in Chapter 4. In Chapter 6 the general strat-

egy for searching for four top quarks and the analytical and statistical techniques

required are described. The search for four top quarks in the single lepton channel

in the 2012 dataset collected by the CMS experiment at
√
s = 8 TeV is described

in Chapter 7. The phenomenological interpretation of the former analysis and

another CMS same-sign dilepton analysis in the context of a model of new physics

where a sgluon particle is predicted is given in Chapter 8. The search for four

top quarks is continued in the 2015 dataset collected by the CMS experiment

at
√
s = 13 TeV, described in Chapter 9, where enhancements are made to the

analysis and additional search channels, opposite-sign and same-sign dilepton are

combined with the single lepton channel to produce a more sensitive final result.

Finally a summary of the thesis can be found in Chapter 10, including a discus-

sion of the relevance of the analysis in the field of high energy physics and a look

towards the future.

The author’s personal contributions to the analyses in this thesis include:

• In Chapter 7, on the search for four top quarks at
√
s = 8 TeV, Sec-

tions 7.7, 7.10.1 and 7.12.

• All of the work in Chapter 8, except on Figure 8.3, the result from the single

lepton channel was not the author’s work.

• In Chapter 9, on the search for four top quarks at
√
s = 13 TeV, all sections

except for the training of the hadronic top BDT in Section 9.7.1 are the

author’s work.

In this thesis the convention of using natural units, ~ = c = 1, is adopted.
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In this chapter the standard model (SM) of particle physics is introduced, in-

cluding QED, weak and QCD interactions. A brief description of the theory of

proton-proton collisions is given before a discussion of the physics of the top quark,

including four-top-quark production. Some of the shortcomings of the SM are de-

scribed, after which a discussion of some of the models beyond the standard model

(BSM) which can produce four-top-quark signatures is presented. The concepts of

‘effective field theories’ and ‘simplified models’ are introduced.

2.1 Standard Model

The SM [1–4] is a theory which describes the elementary particles and their in-

teractions. Matter consists of six quarks and six leptons, each of which has an

anti-particle with the same mass and opposite-sign charge. They are organised

into three generations, each of which contains heavier particles than the last, as

seen in Table 2.1. All of the normal matter on Earth is made up of particles from

the first generation, i.e. up and down quarks make up protons and neutrons, and

combined with electrons they form atoms.

The leptonic sector consists of charged leptons, which can interact via the electro-

magnetic and weak forces, and neutrinos, which interact via the weak force only.

The neutrinos are assumed to be massless in the SM, however, observations of

neutrino oscillations have revealed that neutrinos have mass [5].

Quarks interact via the electromagnetic, weak or strong forces. Each quark has an

electric charge, as seen in Table 2.1, and carries a colour charge of red, green or blue,

where all three colours combined can form a colour-singlet state. A combination

of quarks with a colour and its anti-colour can also form a colour-singlet state.
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Generation Quarks Leptons
Flavour Electric Mass (MeV) Flavour Electric Mass (MeV)

Charge Charge

I u 2/3 2.2+0.6
−0.4 e -1 0.511

d -1/3 4.7+0.5
−0.4 νe 0 < 2× 10−6

II c 2/3 (1.27± 0.03)× 103 µ -1 105.66
s -1/3 96+8

−4 νµ 0 < 0.19

III t 2/3 (173.21± 0.87)× 103 τ -1 1776.86± 0.12
b -1/3 (4.18+0.04

−0.3 )× 103 ντ 0 < 18.2

Table 2.1: The quarks and leptons in the SM [6].

The phenomenon of colour confinement means that quarks can only be found in

colour-singlet states such as in baryons or mesons.

Finally, the force carriers consist of gauge bosons of integer spin, as seen in Ta-

ble 2.2. Photons and Z bosons mediate neutral electroweak interactions whereas

the W bosons mediate charged electroweak interactions. The gluons mediate the

strong interaction and occur with 8 different types of colour charge which will be

described in Section 2.1.3.
Gauge boson Force Electric Charge Mass (GeV) Spin Range (m)
Photon (γ) electromagnetic 0 0 1 ∞
W± weak ±1 80.385± 0.015 1 10−18

Z weak 0 91.1876± 0.0021 1 10−18

gluon (g) strong 0 0 1 10−15

Table 2.2: The gauge bosons of the SM [6].

The discovery of the Higgs boson in 2012 [7–9] completed the SM with an explana-

tion of how the fundamental particles acquire mass via the electroweak symmetry

breaking mechanism.

The SM is a gauge theory based on the symmetry group SU(3)×SU(2)×U(1),

which is a combination of the electroweak interactions based on the SU(2)×U(1)

symmetry group and the strong interaction which is based on the SU(3) group.

In the following, the SM will be described in more detail.

2.1.1 The gauge principle

Emmy Noether showed that conservation laws result from underlying continuous

symmetries of a physical system [10]. This principle had a profound impact in the
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development of quantum field theories. A quantum field possesses gauge symme-

tries, where the gauge regulates the degrees of freedom of the Lagrangian. For

the action of a system to be conserved, a Lagrangian should be invariant under

continuous local gauge transformations (i.e. transformations that depend on the

space-time point). Each group of transformations has one or more generators, each

with an associated gauge (vector) field. Gauge bosons are quantisations of these

gauge fields. Global transformations are a subset of local transformations where

the transformation is not dependent on the space-time point.

2.1.2 Electroweak theory

2.1.2.1 Quantum Electrodynamics

Quantum Electrodynamics is an Abelian gauge theory based on the U(1)EM sym-

metry group, which has the electric charge, q, as its generator. Figure 2.2 shows

the elementary QED vertex where a charged particle (charged lepton or quark)

and its anti-particle interact with a photon. The convention used in this thesis

is that time flows from left to right. However, these diagrams may be rotated as

long as they conserve energy. Hence, this vertex can describe particle-anti-particle

annihilation into a photon, a photon pair-producing a particle-anti-particle pair, a

particle emitting a photon or an anti-particle emitting a photon, depending on the

orientation of the diagram. QED interactions conserve lepton or quark flavour.

Figure 2.1: Elementary QED vertex.

Feynman diagrams are visual representations of the terms in a perturbative se-

ries expansion with respect to the interaction strength around the non-interacting

5
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Lagrangian. Incoming particles are considered to be free particles, the interac-

tion term then turns on and the outgoing particle are again considered to be free

particles. Terms involving three or more fields represent interactions between the

fields, and are referred to as vertex factors. The propagators can be described

from the free particle Lagrangian and they represent intermediate states which

connect vertices. Feynman diagrams are said to be at “tree level” if they are the

representation of the leading order term in the expansion.

The QED Lagrangian can be found in Eq. 2.1 with ψ representing a relativis-

tic spin-1/2 field and Dµ representing the covariant derivative, which is defined as

Dµ = ∂µ+iqAµ. Here q represents the charge of the particle and Aµ is the massless

field of the electromagnetic four-potential. The mass of the particle is represented

by m and Fµν = ∂µAν − ∂νAµ is the electromagnetic field (or Faraday) tensor.

L = ψ (iγµDµ −m)ψ − 1
4FµνF

µν (2.1)

The Dirac Lagrangian is manifestly invariant to global phase transformations

ψ → eiθψ. The supplementation by iqAµ is required to make the Lagrangian

invariant to local phase transformations ψ → eiθ(x)ψ where Aµ transforms as

Aµ → Aµ − 1
q
∂µθ(x). Hence, the QED Lagrangian is gauge invariant under U(1)

phase transformations, where U(1) is the unitary group of complex numbers.

Application of the Euler-Lagrange equations to Eq. 2.1 leads to the derivation of

the Dirac Equation shown in Eq. 2.2.

(iγµDµ −m)ψ = 0 (2.2)

The Dirac equation describes the motion for spin-1/2 particles with mass, ie.

quarks and charged leptons.

In QED the vacuum acts like a dielectric medium which produces electron-positron

pairs where the virtual electron is attracted to positive charges and the virtual

6
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positron is repelled (and vice versa for negative charges). This vacuum polarisation

partially screens the charged particle and effectively reduces its field. However at

short distances, the effective charge increases as the screening reduces.

2.1.2.2 Weak interactions

The charged weak interaction is the only interaction where a flavour changing

process can occur. There are two W bosons, one of positive charge and one of

negative charge, W±. The diagram of weak nuclear decay in Fig. 2.2 illustrates

the W boson’s interaction with different flavour quarks and leptons.

W −

d
d
u

u
d
u

e−

ν̄e

Figure 2.2: Weak nuclear decay of neutron to proton.

The neutral weak interaction is mediated by Z bosons which can interact with any

quark or lepton as long as the flavour is conserved at the vertex.

The weak force only interacts with chirality left-handed (right-handed) particles

(anti-particles). The charge for weak interaction is weak isospin (I3) which is ±1/2

for left-handed fermions, ±1 for W±, and zero otherwise.

Weak interactions are the only interactions known to violate parity conservation,

which was hypothesised by Yang and Lee [11] and experimentally validated by

Wu in 1957 [12]. It was later discovered that weak interactions also violate the

combined charge-parity (CP) symmetry [13, 14].

2.1.2.3 Electroweak Unification

Glashow [1], Weinberg [2] and Salam [3] formulated the unification of the weak and

electromagnetic forces combined in the SU(2)L x U(1)Y gauge group. They are

hypothesised to merge into one electroweak force above the unification energy of
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≈ 100 GeV. Weak hypercharge is defined as YW = 2(q − I3). YW is the generator

of the U(1)Y component of the electroweak gauge group, which is mediated by

the B boson. In the SU(2)L component of the electroweak theory, the left-handed

fields transform as doublets and the right-handed fields transform as singlets. It

is only in the weak interaction that left-handed and right-handed particles are

treated differently. The generators of the SU(2)L component are T = σ/2 where

σ are the Pauli matrices. The left-handed doublet, ψL, can consist of either a

left-handed up-type and a left-handed down-type quark, or a left-handed neutrino

and left-handed charged lepton. The right-handed field, ψR, can be either a right-

handed up-type quark, a right-handed down-type quark, or a right-handed charged

lepton. Right-handed neutrinos have not been observed. The possible left-handed

and right-handed fields are:

ψL =

uL
dL

 ,
νL
`L

 ψR = uR, dR, `R

where uL and dL represent all up-type and down-type quarks, respectively.

The projection operators, PL/R = 1
2(1 ± γ5), are used to obtain the left-handed

and right-handed components of fermionic fields via:

ψ = PLψ + PRψ = ψL + ψR (2.3)

where γ5 is a combination of the gamma matrices:

γ5 = iγ0γ1γ2γ3 =

 0 I2

I2 0

 (2.4)

To ensure local gauge invariance, the covariant derivative is defined as:

Dµ = ∂µ + igT ·Wµ + i
g′

2 YWBµ (2.5)

8



2.1. Standard Model

Here four new gauge fields are introduced. The triplet of fields W = W a (a =

1, 2, 3) are required for SU(2)L gauge invariance with coupling constant g, and

the gauge field Bµ is required for U(1)Y gauge invariance with coupling constant g′.

For right-handed singlet particles, T = 0 and the second term in Eq. 2.5 vanishes.

Equation 2.6 shows the Lagrangian for electroweak interactions, where Wa
µν and

Bµν are the field strength tensors for the W a
µ and Bµ fields, respectively.

LEWK = ψ̄iγµDµψ −
1
4Wa

µνWµν
a −

1
4BµνB

µν (2.6)

The fields of the four more familiar physical gauge bosons from Table 2.2, W µ±,

Zµ and the photon (Aµ), are linear combinations of the gauge fields W a
µ and Bµ.

This is represented in Eqs. 2.7 & 2.8, where θW is the weak mixing angle.

Aµ
Zµ

 =

 cos θW sin θW

− sin θW cos θW


Bµ

W µ
3

 (2.7)

Wµ± = 1√
2

(Wµ
1 ∓ iWµ

2) (2.8)

The spontaneous symmetry breaking mechanism proposed by Brout, Englert [15]

and Higgs [16] results in the Higgs field getting a vacuum expectation value (VEV)

and the electroweak Lagrangian changing form as described in Ref [17]. It now

has a kinetic term, a term for the neutral interactions and one for the charged

interactions. Also introduced is a term for the Higgs three and four point self-

interactions and another term for the Higgs interactions with vector bosons. There

is a term for both the three and four point interactions of the vector bosons and

another term for the Yukawa couplings between the Higgs field and the fermions.

It is through the spontaneous symmetry breaking mechanism that the W± and Z

bosons gain mass. Fermions also acquire mass due to Yukawa terms as shown in

Eq. 2.9. Here Mf is the mass of the fermion, Yf is the Yukawa coupling and v is

the vacuum expectation value.
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Mf = Yf
v√
2

(2.9)

The charged current interaction is particularly interesting for the W decays from

top quarks. It is described by the term in Eq. 2.10, where ψL is now rotated from

flavour eigenstate to the weak eigenstate,.

LC = g√
2
iψ̄Lγ

µ∂µψL (2.10)

ψL =

uL
d′L

 ,
νL
lL


The weak eigenstates are related to the flavour eigenstates through the CKM

matrix, VCKM , via d′L = VCKM dL, where d′L is a superposition of the flavour

eigenstates. The CKM matrix, also known as the quark mixing matrix, is a unitary

matrix which describes the strength of the couplings for weak decays, as shown in

Eq. 2.11. 
d′

s′

b′

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




d

s

b

 (2.11)

The amplitudes for the up-type quarks to transition to down-type quarks are given

in Eq. 2.12 [6].


|Vud| |Vus| |Vub|

|Vcd| |Vcs| |Vcb|

|Vtd| |Vts| |Vtb|

 =


0.97417± 0.00021 0.2248± 0.0006 0.00409± 0.00039

0.220± 0.005 0.995± 0.016 0.0405± 0.0015

0.0082± 0.0006 0.040± 0.0027 1.009± 0.031


(2.12)

2.1.3 Quantum chromodynamics

Quantum chromodynamics (QCD) is a non-Abelian gauge theory based on the

SU(3)C symmetry group that describes the strong interactions between quarks
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and gluons. Quarks and gluons carry colour charge, C. Each (anti-)quark will

carry one of (anti-) red, (anti-) green or (anti-) blue colour charge whilst there are

8 types of gluon which exist in a superposition of colour-anti-colour states. One

of the elementary QCD vertices is shown in Fig 2.3 where two quarks couple to a

gluon. There are also three and four-point interactions between gluons.

Figure 2.3: An elementary QCD vertex.

The Gell-Mann matrices, λα, are the generators of the SU(3)C group. In QCD,

the covariant derivative is Dµ = ∂µ − igAαµλα where g represents the strong cou-

pling constant and Aαµ represents the gluon field. Equation 2.13 gives the QCD

lagrangian, LQCD , where Ga
µν = ∂µAaν − ∂νAaµ + gfabcAbµAcν is the gluon field

strength tensor and fabc are the structure constants of SU(3).

LQCD = ψ̄i (i(γµDµ)ij −mδij)ψj −
1
4G

a
µνG

µν
a (2.13)

Asymptotic freedom and colour confinement

Quark-anti-quark loops lead to screening of the quark colour charge, however gluon

loops contribute the opposite by ‘anti-screening’. It was found that in any theory

with 11n > 2f , where n is the number of “colours” and f is the number of “quark

flavours”, the coupling constant, αS (|q2|), will decrease with increasing energy,

q2 [18, 19]. This is known as asymptotic freedom as the quarks inside hadrons

effectively act like free particles. This is in contrast to QED where there is no

‘anti-screening’ effect.
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With increasing spatial separation, the strong force increases. Energy which has

gone into separating two quarks reaches a critical point (at a distance of ≈ 1 fm)

where it is transferred into producing more quarks which accompany the separated

quarks to form hadrons. This cascade of separated quarks, or parton shower, into

hadrons is called hadronisation. This is the principle of confinement and it is the

reason that colour doublets or octets are never found in nature, only colour singlet

states such as mesons and baryons. This is in contrast, again, to QED where free

particles can carry electric charge.

2.2 Proton-proton collisions

At the Large Hadron Collider (LHC) the particles involved in the collisions are

protons1, which are complex composite particles consisting of three valence quarks

(two up quarks and one down quark) and gluons which exchange the strong force.

The proton also contains ‘sea quarks’ which are quark-anti-quark pairs that come

into and out of existence rapidly and continuously within the proton due to gluon

colour field splitting.

Figure 2.4 shows the parton distribution functions for the proton. These are

interpreted as the probability for a quark to be carrying a fraction, x, of the

proton’s momentum in the longitudinal direction.

Protons in the LHC may a) not interact at all and continue to be accelerated

around the ring, b) interact via a soft scatter where the products mostly travel

along the direction of the beam, c) participate in a hard interaction where two

partons within the protons have a high energy collision in which the products

travel transverse to the beam. In the latter case, the remaining partons which

have not participated in the hard interaction hadronise and form what is known

as the underlying event (UE).

1There are also collisions with lead ions but they are not considered in this thesis.
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Figure 2.4: Proton parton distribution functions xf(x) (f = uv, dv, u, d, s ≈
s, c ≈ c, b ≈ b, g ) for a given momentum fraction, x. The fermions are considered
to be sea quarks except in the case of uv and dv, which are valence quarks. The
gluon contribution has been scaled by a factor of ten for visibility. Obtained from
NNLO NNPDF3.0 [20].

2.3 Top physics

It had been shown previously that CP-violation was not possible in a model which

contained only two generations of quarks but that it required at least three gen-

erations [21]. When the bottom quark was discovered it was the only lone quark

not contained in a weak isospin doublet and hence it was hypothesised that there

must exist a partner to it, the top quark. The top quark mass was initially as-

sumed to be much lighter than it is known to be currently. However, the ARGUS

collboration found that B0 − B0 mixing was much larger than expected, which

implied that the top quark mass (mt), was larger than 50 GeV [22, 23]. The top

quark was discovered in 1995 at the Tevatron by the CDF [24] and D0 [25] col-
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laborations. It is the heaviest quark with a mass of 173.21± 0.51± 0.71 GeV [6],

approximately equivalent to the mass of a rhenium atom2. The top quark is the

only quark which predominantly decays before it can form any bound states, due

to its short lifetime of 5 × 10−25 seconds [6] and hence it is the only quark that

can be studied for its spin and polarisation properties. The main decay mode for

top quarks is to a bottom quark and a W boson, as shown in Fig. 2.5, which has

a 99.8± 3.8 (exp.)± 1.6(theo.)% [26] probability of occurring.

Figure 2.5: Top quark decay to a W boson and b-quark with subsequent decay of
the W boson either leptonically or hadronically [27].

The top quark has the largest Yukawa coupling to the Higgs boson which is of

the order of unity. The value of the top quark Yukawa coupling is important in

calculations of the stability of the universe and of the energy scales where new

physics may arise [28].

2.3.1 Top quark pair production

The first observations of top quarks were made on analyses of top pair production

(tt) as this is the dominant mechanism for producing top quarks at colliders.

Figure 2.6 shows the leading order tree-level production mechanisms via gluon

fusion and quark-anti-quark annihilation.

There are three possible decay modes depending on how each top quark decays, as

shown in Fig. 2.5: hadronic where both W bosons from the top decay to a quark

and anti-quark, semi-leptonic where one W boson decays to qq’ and one W boson
2Atomic number, Z = 75
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Figure 2.6: Representative diagrams of top quark pair production in the SM by
quark-anti-quark annihilation (top) and via gluon fusion (bottom) at leading or-
der [29].

decays to a lepton and a neutrino, and dileptonic where both W bosons decay to

a lepton and a neutrino each.

2.3.2 Single top quark production

Single top quark production is much rarer than tt production in the SM. It can

occur via qq annihilation, gq fusion or gluon fusion as shown in Fig. 2.7. In this

figure the s-channel (left), t-channel (middle) and associated production with a W

boson, tW-channel, (right) are shown.

Figure 2.7: Representative diagrams of single top production at leading order in
the a) s-channel , b) t-channel and c) tW-channel [30].

The CKM element |Vtb| from Eq. 2.12 can be extracted from single top quark

decays and the spin of the top quark can be ascertained by studying the leptonic
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decay of the single top as the charged lepton will point along the direction of the

top spin [31].

2.3.3 Four top quark production

The production of four top quarks (tttt) occurs predominantly via gluon fusion, as

seen at leading order in Fig. 2.8, with a 10% contribution from quark-anti-quark

annihilation. The production mechanism occurs predominantly via QCD, with

smaller contributions from electroweak and Higgs boson mediated terms.

g

g

t

t

t

t
g

Figure 2.8: Representative diagrams of tttt production in the SM at LO [32].

Higgs boson mediated four top production, as seen in Fig. 2.8 (right), is interesting

as the cross section is proportional to the fourth power of the top quark Yukawa

coupling. Hence, limits can be set on the top quark Yukawa coupling using limits

placed on four-top-quark production. The Higgs mediated process can have no-

table interference with the other terms of O(10%) [32]. Final states are determined

upon whether the weak decay of the W bosons occurs leptonically or hadronically.

2.4 Shortcomings in the standard model

The SM has been resilient to many tests at the LHC and previous collider ex-

periments. However there are many questions about the universe which the SM

cannot answer, for instance:

Gravity : How can gravity be integrated into the SM and is there an associated

boson for the gravitational force [33, 34]?

Matter-anti-matter asymmetry : How did the matter-anti-matter asymmetry

in the universe arise when the amount of CP-violation in the SM is not sufficient
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to account for it [35]?

Hierarchy problem : The SM does not provide a solution as to why the gravi-

tational force is so much weaker than the other forces. The gravitational coupling

constant is O(1042) smaller than the fine structure constant. Alternatively, one can

consider how the masses of weak gauge bosons are O(1016) smaller than the Planck

Mass. The masses of the weak gauge bosons are determined by the Higgs VEV

which lies at the relatively small but non-zero value of 246 GeV. The quadratic

divergences in the SM calculation of the Higgs VEV suggest that the Higgs field

is unstable and should be either zero or at the Planck Energy, ie. O(1016) larger

than it is. The Higgs VEV is considered the be unnatural and requires “fine tun-

ing” [36].

Neutrino mass : The Sudbury Neutrino Observatory (SNO) observed that the

flux of electron neutrinos from the sun was ≈ 1/3 what it was expected to be [5].

This can be explained by neutrino oscillations - 2
3 of the neutrinos which origi-

nated from the nuclear reaction in the sun oscillated into muon and tau neutrinos

before reaching the Earth. This means that their mass basis is rotated from their

weak-flavour basis and hence neutrinos must have mass, which is not part of the

SM.

Dark matter : Observations of the universe show there is non-baryonic, non-

luminous matter which is not accounted for within the SM [37]. Studies of galaxy

rotation curves show that the angular velocity is relatively constant as a func-

tion radius when it should decrease, meaning that there is additional dark matter

providing a contribution to the mass of galaxies [38–40]. The presence of dark

matter can also be inferred by gravitational lensing. The light from distant stars

in the background is curved around the strong gravitational presence of a dark

matter cloud, which itself cannot be seen [41, 42]. This can cause arcs of light and

repeated patterns of the same galaxy as seen in Fig 2.9.
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Figure 2.9: Gravitational lensing around MACS 1206 as captured by the Hubble
Space Telescope [43].

2.5 BSM models with four top quark signatures

There are many theories which try to solve some or all of the problems listed in

Section 2.4. Some theories take a simplified approach rather than using a full

Ultraviolet Complete model. These approaches include using an Effective Field

Theory (EFT) or Simplified Model, as discussed below.

2.5.1 Effective field theories

An effective field theory can be used in the low-energy limit of a more complete

underlying theory. It is used to make observations on final state particles without

assumptions on the intermediate particles involved. One example of this is Fermi’s

theory of beta decay, which was studied before the W boson was discovered. The

intermediate W boson particle is replaced with a four-point interaction, as shown

in Fig. 2.10. Effective field theories work best when there is a large separation
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between the energy scale being probed and the energy scale of new physics. In

the case of the Fermi interaction, the separation between these two scales was

three orders of magnitude when it was first studied, and hence it was a valid

approximation.

n	
p	

e	

𝜈	

Figure 2.10: Fermi interaction for beta decay in an EFT.

2.5.2 Simplified models

Simplified models work by building a TeV-scale effective Lagrangian which de-

scribes a minimal number of new particles and their interactions. Hence, variables

which can be directly observed by the detector can be studied, for example, particle

masses, cross sections and branching ratios for different decay modes. Simplified

models can sometimes be considered to be a subset of more general physics mod-

els where only a few of the particles are considered. Therefore, a simplified model

cannot be considered to be model independent but they can help to identify the

bounds of sensitivity for searches [44]. An example of where a simplified model can

be used is in the case of tt+X, as shown in Fig. 2.12, where the phenomenology of

the resulting particles in the detector can be studied without knowledge of which

underlying theory the new scalar particle, X, is coming from. In the limit of a

large mediator the simplified model is equivalent to an EFT [45].

Some BSM theories which have final states containing four top quarks are discussed

below.
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Top quark Compositeness

It has been hypothesised that the top quark could be a composite particle made

up of subparticles named preons, which are bound by a new confining force. Phe-

nomenological studies have been performed in which an EFT is proposed where

only the right-handed top quark is considered to be composite. It is argued that

if only tR is composite and no other SM component is, then the four top operator

(shown in Fig 2.11) will be the most significant component of the EFT lagrangian.

This can lead to an enhancement of ≈ 103 to the production of tttt compared to

the SM rate [46, 47].

JHEP05(2009)022

Figure 5. Representative Feynman diagram illustrating the contribution from a four top operator

to four top production at the LHC.

Model amplitudes. Thus, for this process to be interesting, we expect that the O(1/Λ4)

contribution to the cross section from the square of diagrams such as the one in figure 5

will dominate over both the Standard Model contribution and the O(1/Λ2) and O(1/Λ4)

interference terms with dimension 8 operators. We neglect these smaller contributions in

presenting our results. A very similar study (for the octet case) was previously presented

in [3], including interference with the SM amplitudes, and the results are similar to the

ones found here.

We implement the four top operator into MadEvent by introducing an auxiliary field

which mimics the dimension six operator at low energies (we verify that the result scales

as expected with the mass of the auxiliary field as a cross check). For a theory with a

composite top, with strongly coupled new physics, we set g = 4π, as suggested by NDA;

the rates for theories with different values of g are easily obtained by scaling our results by

g4/(4π)4. The resulting cross section, as a function of Λ, is shown in figure 6.

The Standard Model prediction for the four top rate is about 3 fb [2], and we see

that new physics can lead to enhancements by many orders of magnitude over the SM.

A previous study [2] based on like-sign leptonic W decays and 100 fb−1 of integrated

luminosity concluded that four tops are observable over backgrounds (dominantly di-boson

production plus jets and tt̄) provided the raw four top production is greater than 45 fb.

From figure 6, this occurs for Λ ≤ 5TeV, and is the largest scale of top compositeness to

which the LHC (with 100 fb−1) has sensitivity based on a simple like-sign lepton analysis.

Since our production is through a higher dimensional operator and favors relatively boosted

tops, it would be interesting to see if hadronic top reconstruction through jet shape variables

could provide additional channels with which the four top rate could be measured [19].

Many other theories can lead to an excess in the four top production rate, including

theories with color octet scalars [18, 20], color octet vectors [21], color sextets [22], and

supersymmetric theories with decay chains through third family sfermions [23]. Theories

with additional down-type quarks [24] which decay into W and top could also be revealed by

the like-sign W search strategy. In each case, there are additional features in the kinematic

distributions which can help distinguish which model is responsible for a positive signal.

For example, we expect to reconstruct resonances in tt̄ pairs for the octets, resonances in

tt (t̄t̄) for the sextets, additional sources of missing energy beyond the leptonic W decays

– 7 –

Figure 2.11: Four top interaction in an EFT [46].

tt + X, X→ tt

There are several models which contain tt plus an extra scalar particle which

then decays to tt as seen in Fig. 2.12. The mediator could be a dark matter

mediator [48], a heavy Higgs boson [49], or a member of a scalar colour sextet [50],

for instance.

Figure 2.12: Four top production with an intermediate scalar [48].
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2.5. BSM models with four top quark signatures
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Figure 1. Tree-level Feynman diagrams associated with sgluon pair production at hadron colliders.
These diagrams correspond to the interactions included in the Lagrangians of Eq. (2.1) and Eq.
(2.2) and have been created by means of the program FeynArts [43].

context of dijet events issued from the decay of a sequential Z ′-boson whose mass varies in
the range [200, 1000] GeV. The energy loss reaches about 5% for jets with E

(truth)
T = 20 GeV

while it stabilizes at about 1% for jets with a transverse energy E
(truth)
T > 500 GeV.

To account for this effect, an ad-hoc calibration is estimated from the above-mentioned
dijet events. We apply on the reconstructed jet energy the correction function

E
(cal)
T = E

(reco)
T ×

[
2.62 · 10−3 − 0.451GeV

E
(reco)
T

ln
E

(reco)
T

GeV

]
, (3.2)

where E
(cal)
T is the jet transverse energy after calibration and we show the associated effects

on Figure 2 (blue circles). This calibration procedure allows us to recover the correct jet
energy for transverse energy as low as E

(truth)
T of about 40 GeV.

In our analysis, only jets with a transverse energy ET > 20 GeV (after calibration)
and a pseudorapidity |η| < 2.5 are retained. In addition, we estimate a b-tagging efficiency
of about 60%, together with a charm and light flavor mistagging rate of 10% and 1%,
respectively.

Charged leptons candidates1 are requested to have a transverse momentum pT larger
than 20 GeV and a pseudorapidity |η| < 2.47 and |η| < 2.5 for electrons and muons,
respectively. We also impose two isolation criteria. First, the closest jet to an electron is
removed if the angular distance ∆R =

√
∆φ2 + ∆η2 ≤ 0.1, where φ stands for the azimutal

angle with respect to the beam direction. Secondly, in the case at least one jet is present
within a cone of radius R = 0.4 centered on the lepton, the lepton is removed from the
event.

1By the generic terminology charged leptons, we only consider electrons and muons.

– 7 –

Figure 2.13: Sgluon pair production [51] where G represents gluons and σ repre-
sents sgluons.

An additional scalar gluon (sgluon) has been theorised in several models of physics

beyond the SM. In N=1/N=2 hybrid [52, 53] and R-symmetric [54–56] versions of

non-minimal supersymmetric models, the minimal supersymmetric model (MSSM)

is supplemented by an additional chiral multiplet which lies in the adjoint repre-

sentation of the QCD gauge group. This supermultiplet contains a two-component

fermionic part which mixes with the Dirac gluino and a colour-octet complex scalar

particle which is the sgluon field. This is particularly interesting because coloured

particles will couple directly to gluons and hence should be produced in proton-

proton collisions. Figure 2.13 shows the possible tree level production modes for

sgluon pair production [51], whilst Fig. 2.14 shows each sgluon coupling to a tt

pair resulting in a final state with four top quarks. Sgluons also arise in vector-like
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Figure 3: Representative leading-order Feynman diagrams for four-top-quark production within (a) the SM and
several beyond-the-SM scenarios (see text for details): (b) via an e↵ective four-top-quark interaction in an e↵ective
field theory model, (c) via scalar-gluon-pair production, and (d) via cascade decays from Kaluza–Klein excitations
in a universal extra dimensions model with two extra dimensions compactified using the geometry of the real
projective plane.

interaction [75] (figure 3(b)). The Lagrangian assumed is

L4t =
|C4t|
⇤2 (t̄R�µtR)(t̄R�µtR), (1)

where tR is the right-handed top quark spinor, �µ are the Dirac matrices, C4t is the coupling constant, and
⇤ is the energy scale of new physics. Only the contact interaction operator with right-handed top quarks
is considered, since left-handed operators are already strongly constrained by the precision electroweak
measurements [76].

In addition, two specific models are considered involving new heavy particles: scalar gluon (sgluon)
pair production and a Universal Extra Dimensions (UED) model. Sgluons are colour-adjoint scalars,
denoted by �, that appear in several extensions of the SM, both supersymmetric [33, 34] and non-
supersymmetric [35–38]. The dominant production mode at the LHC is in pairs via the strong interaction,
gg! ��. For sgluon masses above twice the top quark mass, the dominant decay mode is into tt̄, giving
rise to a four-top-quark final state (figure 3(c)). The UED model considered has two extra dimensions that
are compactified using the geometry of the real projective plane (2UED/RPP) [39], leading to a discret-
isation of the momenta along their directions. A tier of Kaluza–Klein towers is labelled by two integers,
k and `, referred to as “tier (k, `)”. Within a given tier, the squared masses of the particles are given at
leading order by m2 = k2/R2

4 + `
2/R2

5, where ⇡R4 and ⇡R5 are the size of the two extra dimensions. The

10

Figure 2.14: Representative diagram of sgluon pair production to four-top-quark
final state [57].
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2. Theory

confining theories [58] and extra-dimensional models [59]. Therefore it is viable

to use a simplified model approach because the final state signatures are reason-

ably model-independent. Colour octets and sextets can also be pair produced in

theories where the Higgs boson is a composite particle [50].
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3 | The CMS detector and the

Large Hadron Collider
This chapter discusses the Large Hadron Collider (LHC) which is located on the

Franco-Swiss border near Geneva, approximately 100 m underground at the site

of the Conseil Européen pour la Recherche Nucléaire (CERN)1. It is a 26.7 km

long synchrotron particle accelerator with four interaction points where four ex-

periments are located. This thesis focuses on results from the Compact Muon

Solenoid detector described in Section 3.2. The other experiments include ATLAS

which is a multi-purpose experiment like CMS, the LHCb detector which focuses

on the study of the physics of B hadrons, and the ALICE detector which is used to

study the quark-gluon plasma. Details of the function and purpose of each of the

CMS sub-detectors are given in this chapter. The algorithms which are used to

reconstruct particles from the information given from the sub-detectors are given

in Chapter 4.

3.1 LHC

The LHC accelerates two beams of protons which circulate in opposite directions.

This is achieved using a system of superconducting dipole magnets which have

an aperture for each beam direction. Quadrapoles are used to squeeze the beam.

The protons are sourced from a bottle of hydrogen where a strong electric field

is used to excite the electrons from the hydrogen atoms leaving protons behind.

The protons are then accelerated through the linear accelerator LINAC2, where

they reach an energy of 50 MeV. The LINAC2 uses radio frequency cavities to

accelerate the protons. From LINAC2, the protons are accelerated by the Proton

Synchrotron Booster (PSB) to 1.4 GeV, then they are accelerated by the Proton

Synchrotron (PS) to 25 GeV. This is followed by a boost to 450 GeV in the Super
1This chapter is largely adapted from Ref. [60]
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Proton Synchrotron (SPS), which is the final accelerator before the protons are

injected into the LHC ring where their final collision energy can be achieved.

The protons are accelerated in bunches of O(1011) protons, which are collided at

the interaction points of each experiment. This results in many collisions per bunch

crossing despite the fact that many protons will miss each other and continue to

be accelerated around the LHC. The background of particles coming from the

frequent less interesting collisions is called pileup (PU). The multiple interactions

per bunch mean that PU can come from the same bunch crossing (in-time PU) or

overlap from a previous bunch crossing (out-of-time PU).

Figure 3.1: The LHC accelerator complex at CERN. Protons are accelerated from
LINAC 2 into the BOOSTER synchrotron. From there they are further acceler-
ated in the proton synchrotron (PS) and super proton synchrotron (SPS) before
finally being injected in two counter-rotating beams in the large hadron collider
(LHC). The beams are crossed at the four experiments: CMS, LHCb, ATLAS and
ALICE [61].

The Luminosity (L) is a measure of the instantaneous collision rate and can be

calculated using Eq. 3.1, where f is the bunch frequency, and N1 and N2 are the

numbers of particles in each bunch. The effective collision area for a gaussian

distributed beam is 4πσxσy. The widths σx and σy are for the x and y components
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3.1. LHC

of the beam, transverse to the beam direction. It is assumed that each beam has

the same cross section.

L = fN1N2

4πσxσy
(3.1)

The integrated luminosity (Lint) which is shown in Fig 3.2 for the CMS experiment

from 2010 until 2016 for proton-proton collisions is the delivered luminosity inte-

grated over time. The number of events, Nevents, produced for a particular particle

physics process can be calculated from the cross section, σ, using Eq. 3.2.

Nevents = Lint × σ (3.2)
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Figure 3.2: The integrated luminosity in fb−1 for proton-proton collision at the
CMS experiment from 2010 to 2016 [62].

The LHC was designed to have a centre of mass collision energy (
√
s) of 14 TeV.

The intention was to start the machine with a lower energy in September 2008 and

to obtain
√
s = 10 TeV by the end of 2008. However, an electrical fault 10 days
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3. The CMS detector and the Large Hadron Collider

into operation in October 2008 caused damage to over 50 of the superconducting

magnets. The LHC was shut down for repairs until November 2009 when LHC

achieved the record breaking 1.18 TeV per beam. The centre of mass energy was

then ramped up to
√
s = 7 TeV in 2011. In 2012 this was increased to

√
s = 8 TeV,

at which time the bunches of protons were crossed every 50 ns. A dataset with

an integrated luminosity of ≈ 20 fb−1 was recorded. This dataset from the run

phase known as ‘Run 1’ was used for the analysis in Chapter 7. In 2013 after

Run 1, Long Shutdown 1 (LS1) commenced to make upgrades to the LHC and the

detectors to allow the machine to run at
√
s = 13 TeV with a bunch crossing time

of 25 ns for ‘Run 2’. Run 2 began in March 2015 and results from Run 2 are the

focus of the analysis in Chapter 9.

Run 1 saw the great success of the discovery of the Higgs boson, one of the main

objectives of the LHC [63, 64]. In Run 2, the search for new physics continues

where precision measurements will test the predictions of the SM. The CMS and

ATLAS detectors are considered to be general-purpose detectors which can be

used to test many areas of physics within and beyond the standard model. This

includes searches for dark matter, supersymmetric particles, vector-like-quarks,

lepton-flavour-violating processes, light Higgs and charged Higgs bosons, and stud-

ies of the properties of the Higgs boson such as the couplings and rare decay modes.

3.2 CMS detector

The CMS detector is a hermetic detector with a large magnetic solenoid which

causes charged particles to follow a curved trajectory as they traverse the detector.

Closest to the beam line is the silicon tracker which makes the most accurate

position measurements. Next are the calorimetry systems for electromagnetic and

separately for hadronic particles. All of these detectors are contained within the

magnetic solenoid. The muon chambers are outside the solenoid where they detect

muons, which are much more penetrating than other particles. The cylindrical

coordinate system of the detector is defined as follows: the x-axis points towards
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3.2. CMS detector

the centre of the LHC ring, the y-axis points upwards and the z-axis points along

the beamline in the anti-clockwise direction. The azimuthal angle φ is measured in

the (x, y) plane clockwise from the x axis. The polar angle θ is measured clockwise

from the z-axis. More commonly the pseudorapidity, defined in Eq. 3.3, is used

instead of θ.

η = − ln
[
tan

(
θ

2

)]
(3.3)

SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000A

PRESHOWER
Silicon strips ~16m2 ~137,000 channels

SILICON TRACKERS
Pixel (100x150 μm) ~16m2 ~66M channels
Microstrips (80x180 μm) ~200m2 ~9.6M channels

MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 540 Cathode Strip, 576 Resistive Plate Chambers

FORWARD CALORIMETER
Steel + Quartz fibres ~2,000 Channels

STEEL RETURN YOKE
12,500 tonnes

HADRON CALORIMETER (HCAL)
Brass + Plastic scintillator ~7,000 channels

CRYSTAL 
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating PbWO4 crystals
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Magnetic field

: 14,000 tonnes
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: 28.7 m
: 3.8 T

CMS DETECTOR

Figure 3.3: The CMS detector [65].

3.2.1 Magnetic Solenoid

The superconducting magnetic solenoid at the core of CMS was designed to have

a magnetic field of 4 T. The free bore magnet has a diameter of 6.3 m and length

of 12.5 m. It uses a 4-layer winding of NbTi superconductor which is required to

generate this high magnetic field. The magnet is cooled within a cryostat using

liquid helium to a temperature of 4.5 K. The magnetic field is returned via an

iron yoke consisting of five barrel wheels and two endcaps which are made of three
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3. The CMS detector and the Large Hadron Collider

discs each. The outer dimension of the iron flats is 14 m. The tracker, electro-

magnetic calorimeter and hadronic calorimeter are constrained to be within the

inner dimensions of the solenoid as can be seen in Fig. 3.3. The solenoid provides

a homogeneous magnetic field, which bends particle trajectories transverse to the

beam direction, over the silicon tracker region shown in Fig. 3.4.

3.2.2 Tracker

The tracking system of CMS lies inside the superconducting solenoid and surrounds

the interaction point. It is 5.8 m long with a diameter of 2.5 m. Silicon detectors

are used as they can provide the high granularity and fast response required to

reliably reconstruct the trajectories of particles coming from the collision vertex.

Reconstructing secondary vertices is also particularly important for identifying jets

originating from heavy flavour quarks such as bottom quarks. This is integral for

distinguishing final states involving top quarks.

It is estimated that at a PU of 20 there are 1000 particles traversing the tracker

at every bunch crossing. The silicon detectors have been designed to have the

radiation hardness to last for the design time of ten years. The minimum material

possible was used in order to reduce the amount of multiple scattering, photon

conversion and bremsstrahlung. Cooling the tracker helps to prevent thermal

runaway from leakage current, hence it was cooled to 0◦C in Run 1 and -20◦C in

Run 2. The tracking system has a nominal momentum resolution of 0.7 (5.0)% for

a particle with a momentum of 1 (1000) GeV in the central region. The impact

parameter resolution is around 10 µm for high momentum tracks [66].

The tracking system consists of two main sections: the pixel tracker makes up

the innermost section and the strip tracker surrounds the pixel tracker as seen in

Fig. 3.4.

Pixel tracker

As the pixel detector is closest to the interaction vertex, it experiences the highest

flux of particles at ≈ 1 MHz per mm2. The fine granularity of the pixel detector
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3.2. CMS detector

Figure 3.4: The tracking system [67].

(100 x 150 µm in (r−φ)x(x−z)) is required in order to keep the occupancy below

1%. It consists of three barrel layers which range between 4.0 cm and 10.2 cm from

the interaction point and 2 disks which are transverse to the beamline as seen in

Fig. 3.4.

Strip tracker

Two types of silicon strip tracker are used. Closest to the interaction point (20 -

50 cm) are the tracker inner barrel detectors (TIB) which contain silicon micro-

strips (10 cm x 80 µm). An occupancy of ≈ 2-3% is achieved for a fluence of

≈ 60 kHz per mm2. An increased strip pitch of 180 µm can be used in the tracker

outer barrel (TOB) due to the lower fluence of 3 kHz per mm2. To cover the larger

surface area, the effective strip length is increased to 25 cm. However, increased

strip length increases the noise. To combat this the strips are made thicker to

500 µm compared to 320 µm in the TIB. The tracker inner disk (TID) and tracker

end cap (TEC) have strips which are aligned radially to the beamline with a strip

pitch of 80 µm and 200 µm, respectively. The TID and TEC extend the tracker

acceptance to |η| < 2.5.
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3. The CMS detector and the Large Hadron Collider

3.2.3 Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) is a homogeneous, hermetic detector

made up of 61200 (7324) lead tungstate, PbWO4, crystals in the barrel (endcap)

region. In the barrel region the light from these scintillating crystals is collected

in avalanche photodiodes and in the endcap region by vacuum phototriodes. The

barrel region covers |η| < 1.479 whilst the two semi-circular ‘Dees’ which make up

the endcaps extend the range to |η| < 3.0.

Good resolution can be obtained from PbW04 crystals and they are fast and ra-

diation resistant. Equation 3.4 shows the dependence of the resolution on the

energy of the particle, E. The stochastic term for the statistical fluctuations on

the number of secondary particles produced is represented as S. The noise from

the electronics and digitisation is given by N and the constant term C arises from

calibration errors and leakage of the shower outside of the calorimeter.

(
σ

E

)2
=
(
S√
E

)2

+
(
N

E

)2
+ C (3.4)

For an electron test beam with no magnetic field and no material between the

beam and the ECAL, the parameters in Eq. 3.4 were measured to be S = 0.028,

N = 0.12 GeV and C = 0.0003 [68]. This gives an energy resolution of ≈ 0.5%

for a 100 GeV particle.

The crystals have a high density and small radiation length (X0 = 0.89 cm) so

that the ECAL can be compact. Another important quality is that they are

optically clear allowing all of the light to be collected. The scintillation decay time

is comparable to the time between bunch crossings with 80% of light being emitted

within 25 ns. The crystals have a tapered shape in the barrel region and lie parallel

in the endcap region. The crystals are 1.29 m from the beam line in the barrel

region and 3.15 m from the the interaction point in the longitudinal direction in

the endcap region. The crystals are contained in thin-walled aluminium structures

which make up submodules.
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3.2. CMS detector

In the endcap region there is a preshower detector, shown in Fig. 3.5, which is a

two-layer sampling calorimeter. There are two layers of lead used as a radiator

material to initiate the electromagnetic shower and silicon strip detectors after each

layer (orthogonal in each plane) to measure the energy deposited. The preshower

detector helps to identify neutral pions and to distinguish electrons from minimum

ionising particles.

Figure 3.5: The ECAL system contains 61200 PbWO4 crystals which are contained
within modules. Each of the 36 supermodules shown are made up of four modules.
The supercrystals in the endcap are made up of groups of 5 x 5 crystals, with a
total of 7324 crystals [69].

3.2.4 Hadron Calorimeter

The hadron calorimeter (HCAL) is used for identifying hadron jets. It has barrel

(HB) and endcap (HE) regions made up of sampling calorimeters which have

coverage of |η| < 1.3 and 1.3 < |η| < 3.0, respectively. The HB and HE are placed

between the ECAL and solenoid magnet, and therefore are restricted to the radial

dimensions, R, of 1.77 m < R < 2.95 m. The scintillators in both the HB and HE

have a granularity of ∆η ×∆φ = 0.087× 0.087 (0.17× 0.17) for |η| < 1.6 (≥ 1.6).

The barrel consists of two halves, HB+ and HB-, which are composed of 36 wedges
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made up of 14 flat brass absorber plates parallel to the beam axis, alternated

with plastic scintillator. Stainless steel plates are used for the innermost and

outermost plates to provide structural support. The HE has a similar system of

alternating absorber and plastic scintillator. Due to their restricted dimensions

the HCAL and ECAL do not always contain all of the energy from the particle

showers. Between five and ten interaction lengths are contained within the HB,

depending on the pseudorapidity. Therefore another detector known as the outer

hadronic calorimeter (HO) is embedded in the muon system, outside of the solenoid

magnet, to measure the energy leakage from the HCAL and ECAL. This extends

the combined thickness to around twelve interaction lengths. The HE contains

around ten interaction lengths. The forward HCAL extends the range from |η| <

2.3 to |η| < 5.2 such that very forward jets can be detected. The hermeticity of the

detector ensures good coverage on detecting the total hadronic energy and hence

good resolution can be obtained on missing transverse energy which could come

from neutrinos or BSM particles.

Figure 3.6: The HCAL system [69].

The energy resolution of the HCAL is 120%/
√
E(GeV ) for neutral hadronic par-

ticles [70]. Neutral hadronic interactions are the most important consideration

for the energy resolution of the HCAL as, unlike charged particles, no additional
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information can be obtained from the tracker to combine with the calorimetry

measurement to reduce the resolution.

3.2.5 Muon Chambers

As the name CMS suggests, muon identification and measurement was a central

focus in the design of the detector. The muon chambers are interspersed within

the iron flux return yoke. These thick layers of iron act as a hadron absorber.

Muons are much less affected by radiative losses through the detector material

than electrons, therefore they are able to penetrate through to the outermost lay-

ers of the detector. Figure 3.7 shows the layout of the muon chambers around the

detector. The muon chambers consist of a cylindrical barrel section and 2 planar

Figure 3.7: The muon chamber system [71].

endcaps. The magnetic field is uniform in the barrel region where drift tubes (DT)

are arranged into chambers, some of which make measurements in r−φ and some

of which make measurements in z. This provides a high efficiency for matching in-

dividual hits in different stations to one single muon track. In the endcaps, where
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the muon flux is high and the magnetic field is non-uniform, cathode strip cham-

bers (CSC) are used due to their fine segmentation, fast response and radiation

resistance. The CSC stations are aligned perpendicular to the beam line and are

positioned between the flux return plates. The cathode strips are positioned as

radial lines and the anode wires run perpendicular to the cathode strips. Together

they can measure the position in r − φ and η. The CSCs provide robust pattern

recognition for matching hits to other stations and to the tracker as well as for

rejecting non-muon backgrounds. Together the barrel and end-cap region provide

uninterrupted coverage up to |η| < 2.4.

Resistive plate chambers (RPC) are added in the barrel and endcap sections of the

muon chambers. They consist of two parallel plate chambers which sandwich read-

out strips, known together as a double-gap module. The sum of the two signals

from each gap creates one total induced signal. There are six RPCs in the barrel

section and there are three layers of RPCs in the endcap. Where ambiguous tracks

exist due to multiple hits in the muon chambers, the RPCs can help to distinguish

the correct track. They have a fast response and can time-tag an ionising event in

much less than the 25 ns bunch spacing time and hence they can assign candidate

tracks to the relevant bunch crossing. The resolution of the RPCs is courser than

the DTs and CSCs. This courser information from the RPCs is used in the trigger

which is described in the following section.

The muon chamber measurements provide the dominant contribution to the energy

resolution for high-momentum muons. For muons with low momentum the tracker

provides the dominant contribution to the energy resolution when the tracks are

more curved. At around 1 TeV both systems provide a momentum resolution of

≈ 5%. Figure 3.8 shows the muon transverse momentum resolution gained from

using only the muon system, only the tracking system, and the combination of

the two. It can be seen that above 200 GeV the combination of the information

from the muon system with the tracking system improves the overall resolution

compared to using the tracking system only.
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Figure 1.2: The muon transverse-momentum resolution as a function of the transverse-momentum
(pT ) using the muon system only, the inner tracking only, and both. Left panel: |h | < 0.8, right
panel: 1.2 < |h | < 2.4.

of the ECAL, for incident electrons as measured in a beam test, is shown in figure 1.3; the stochas-
tic (S), noise (N), and constant (C) terms given in the figure are determined by fitting the measured
points to the function
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The ECAL is surrounded by a brass/scintillator sampling hadron calorimeter (HCAL) with cov-
erage up to |h | < 3.0. The scintillation light is converted by wavelength-shifting (WLS) fibres
embedded in the scintillator tiles and channeled to photodetectors via clear fibres. This light is
detected by photodetectors (hybrid photodiodes, or HPDs) that can provide gain and operate in
high axial magnetic fields. This central calorimetry is complemented by a tail-catcher in the bar-
rel region (HO) ensuring that hadronic showers are sampled with nearly 11 hadronic interaction
lengths. Coverage up to a pseudorapidity of 5.0 is provided by an iron/quartz-fibre calorime-
ter. The Cerenkov light emitted in the quartz fibres is detected by photomultipliers. The forward
calorimeters ensure full geometric coverage for the measurement of the transverse energy in the
event. An even higher forward coverage is obtained with additional dedicated calorimeters (CAS-
TOR, ZDC, not shown in figure 1.1) and with the TOTEM [2] tracking detectors. The expected jet
transverse-energy resolution in various pseudorapidity regions is shown in figure 1.4.

The CMS detector is 21.6-m long and has a diameter of 14.6 m. It has a total weight of 12500
t. The ECAL thickness, in radiation lengths, is larger than 25 X0, while the HCAL thickness, in
interaction lengths, varies in the range 7–11 lI (10–15 lI with the HO included), depending on h .

– 4 –

Figure 3.8: The muon transverse momentum resolution as a function of transverse
momentum (pT) using the muon system only (black), the inner tracking only
(blue), and both (red), in regions of |η| < 0.8 (left) and 1.2 < |η| < 2.4 (right) [67].

3.2.6 Trigger

The amount of information which can be stored is much less than the amount

produced within the subdetectors. Collisions occur at a rate of 40 MHz (beam

crossing interval of 25 ns) in Run 2. The rate reduction capability of the trigger

system was designed to reduce the rate by at least a factor of 105. This occurs in

two main stages, the Level-1 (L1) trigger and High-Level Trigger (HLT). The L1

trigger is composed of highly programmable custom electronics, mainly FPGAs.

ASIC and programmable memory lookup tables are used where higher speed and

radiation hardness is required closer to the beam spot. Full high resolution data

are held in the front-end electronics whilst the L1 trigger decides whether or not

to keep the event based on courser information from the calorimeters and muon

chambers. The HLT is a software based filter farm (≈ 1000 processors) which has

access to all of the readout data from the subdetectors. The HLT can assess more

complex information in order to filter out less interesting events and categorise the

most interesting ones.
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3.2.7 Upgrades for Run 2

In LS1, repairs were made to the LHC magnet splices to allow safe operation at

the design energy of
√
s = 14 TeV. All of the detectors on the LHC ring were able

to make essential repairs and upgrades. For CMS this included repairing damaged

silicon pixels and strips in the tracker and inserting the tracker back into CMS

with better centering around the beam line. The temperature of the tracker was

lowered to -20◦C to mitigate against radiation damage. In the ECAL the EE and

ES subsystems underwent minor repairs. New photodetectors were added to the

HO in the HCAL to improve the signal to noise ratio. The main change to the

muon systems has been to the RPCs with the addition of the fourth disk (RE4).

For the muon system CSCs, 72 chambers have been added to the existing 468

chambers. In addition to the detector upgrades, improvements have been made to

the trigger and DAQ.

These upgrades have allowed CMS to operate at
√
s = 13 TeV in 2015 with the

smaller bunch spacing of 25 ns compared to the previous 50 ns bunch spacing in

Run 1.

3.2.8 Data collections

The data quality monitoring (DQM) group monitor incoming data online by re-

constructing a small subset of the data immediately to ascertain whether all sub-

detectors in CMS are operational. Offline they go through several stages of DQM

as the data are reprocessed and reconstructed. Data which have been collected

while all sub-detectors were working, the magnet was at full field and the beam

conditions were stable are certified by the DQM group for use in physics analyses.

Hence the amount of data used for analyses is less than the total collected, as in

Fig. 3.2. Different run ranges are usually separated by short shutdowns for main-

tenance or they may have different run conditions such as different instantaneous

luminosity [72].

The proton-proton collision datasets recorded by CMS and used in this thesis are
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given in Table 3.1 for the Run 1 data that are used in Chapter 7 and in Table 3.2

for the Run 2 data that are used in Chapter 9.

Dataset Recorded L pb−1

Single Muon Run A 2012 888
Single Muon Run B 2012 4436
Single Muon Run C 2012 7125
Single Muon Run D 2012 7426
Total 19695
Single Electron Run A 2012 876
Single Electron Run B 2012 4420
Single Electron Run C 2012 7132
Single Electron Run D 2012 7294
Total 19721

Table 3.1: Run 1 datasets at 8 TeV, when they were recorded and how much data
were recorded.

Dataset Recorded L pb−1

Single Muon Run C 2015 17.2
Single Muon Run D 2015 2611.5
Total 2628.7
Single Electron Run C 2015 17.2
Single Electron Run D 2015 2611.5
Total 2628.7

Table 3.2: Run 2 datasets at 13 TeV, when they were recorded and how much data
were recorded.
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4 | Event Reconstruction
In Chapter 3, each of the sub-detectors in CMS have been described; how particles

interact with them and how electrical signals are read out. The next step is to

combine the readouts from each detector in order to reconstruct the resulting

particles from an interesting proton-proton collision. This snapshot of the collision

output is known as an event. An event will also contain PU from reconstructed

particles from other simultaneous uninteresting collisions from the same or previous

bunch crossing. Algorithms are used in order to subtract PU particles from the

stored event. As a particle will usually traverse more than one sub-detector, it

is advantageous to combine these outputs in order to reconstruct and identify

the particle. This is achieved using the particle-flow (PF) algorithm described in

Section 4.3. The objects which can be reconstructed using the PF algorithm such

as muons, electrons, and jets are discussed in Sections 4.5, 4.6, 4.7 respectively.

Further information can be obtained from these reconstructed objects such as how

likely a jet is to have originated from a b-quark (Section 4.8) and how the presence

of neutrinos can be inferred by the imbalance of energy in the transverse plane

of the detector (Section 4.9). The information from the detector is processed

using a distributed computing infrastructure with custom software made by CMS,

CMSSW.

4.1 Track reconstruction

Approximately 1000 charged particles are expected to traverse the CMS tracker at

each bunch crossing at a PU of ≈ 20 concurrent collisions. Each charged particle

will interact with the silicon tracker as it continues through its trajectory from the

collision point. Algorithms are designed to match hits in the tracker along each

particle’s trajectory in order to reconstruct its path so that information about the

charge and momentum of the particle can be obtained. Not only is the tracker

information used in offline reconstruction but it is used in the HLT, therefore it
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must have a fast response. Reconstructed paths from random particle hits in the

tracker are considered to be fake tracks [73].

Knowledge of particle trajectories can help to pinpoint the collision vertex of in-

terest which caused the trigger to fire. This is known as the primary vertex and

is described further in Section 4.2. Accuracy in reconstructing tracks is essen-

tial for b-tagging as described in Section 4.8. Electrons lose energy through the

tracker material in a non-gaussian way such that their tracks can not be fitted

using the standard Kalman Filter. A Gaussian-Sum-Filter refit [74], which uses a

sum of gaussians to estimate the energy loss, takes into account the interaction of

electrons through the tracker material.

4.2 Primary vertices

Primary vertices are the point at which the collision occurred, as opposed to sec-

ondary vertices which originate at the decay of subsequent particles coming from

the collision. The first step in reconstructing primary vertices is to consider tracks

which are consistent with the beam spot and cluster them into candidate vertices,

separated along the z direction. Next a 3D fit is made and candidates which are

compatible with originating from the beamline are kept [75]. Primary vertices are

ranked according to the sum of the momentum squared of all the tracks considered

to have originated from that vertex. The vertex with the largest sum is regarded as

the signal vertex, ie. the most interesting event, with higher momentum objects,

that is most likely to have fired the trigger.

4.3 Particle-flow algorithm

The particle-flow (PF) algorithm combines information from all sub-detectors de-

scribed in Section 3, in order to improve the reconstruction of ‘final state’ par-

ticles such as electrons, muons, photons, neutral hadrons and charged hadrons.

Using this information more complicated higher-level objects, such as jets, can be
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reconstructed as described in the subsequent sections. Collections of different sub-

detector objects, such as tracks or ECAL/HCAL hits, are created and each object

is subsequently removed from each collection as they are identified as belonging to

a final state particle within the algorithm.

The particle-flow algorithm reconstructs objects in an order starting from the eas-

iest to reconstruct unambiguously. The hardest objects to reconstruct such as

neutral hadrons are one of the last to be reconstructed because their properties

can be constrained from the previously reconstructed objects. The first objects to

be reconstructed are PF muons. Each muon identified from the muon chambers

is associated to compatible hits in the tracker. This associated track and muon

chamber hits are then removed from their respective collection. The muon be-

haves like a minimum-ionising particle (MIP) in the ECAL and HCAL. With this

assumption, energy can be subtracted from the ECAL and HCAL deposits (of the

order of a few GeV) where the muon track is interpolated through these subdetec-

tors. Next, a Gaussian-Sum-filter refit is used to extrapolate electron candidate

trajectories to the ECAL. On average, electrons have shorter trajectories than

muons due to losing much of their energy through interactions with the tracker

material. Tracker and ECAL variables are combined for the final identification of

a PF electron after which the track and ECAL clusters are removed from their

respective collections.

Charged hadrons are reconstructed from the remaining tracker, ECAL and HCAL

deposits where the calorimeter hits are compatible with the tracker hits. Again,

these hits are removed from the respective collections. Neutral hadrons leave no

tracks in the tracker but have deposits in the ECAL and HCAL. Photons leave

deposits in the ECAL but not the HCAL.

4.4 Isolation

Relative isolation (RelIso) is a measure of how isolated the muons or electrons are

from surrounding hits in the detector from charged hadrons, neutral hadrons and
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photon energy which could contribute to a mis-measurement of their momentum.

Only charged hadrons which are consistent with the signal primary vertex are

considered in the calculation. As it is not possible to determine whether neutral

hadrons are consistent with the signal primary vertex, instead the fact that the

ratio of neutral hadronic to charged hadronic energy has been measured to be

≈ 0.5 can be used1. Hence the neutral hadronic energy in the transverse plane

of the detector coming from the primary vertex, ENH
T,PV , can be calculated as seen

in Eq. 4.1, where ECH
T,sub is the transverse energy from charged hadrons which are

associated to a sub-leading primary vertex and ENH
T,Tot is the total transverse neutral

hadronic energy. The max() function ensures that the corrected neutral hadronic

energy is never defined as negative.

ΣENH
T,PV = max(0,ΣENH

T,Tot − 0.5× ΣECH
T,sub) (4.1)

The RelIso formula for muons, with the correction to neutral hadronic energy, can

be found in Eq. 4.2. The energy from photons is denoted as ΣEγ
T . It is defined in

a cone of radius R = 0.4 and scaled by 1 / pµT (where pT is the momentum in the

transverse plane of the detector) so that lower momentum muons are required to

have less energy from hadrons and photons in the cone to be considered isolated.

RelIso =
(
ΣECH

T + ΣENH
T,PV + ΣEγ

T

)
/ pµT (4.2)

1This is consistent with the π0, π+, and π− mesons (which constitute the majority of particles
produced from p-p collisions) existing in an isospin triplet such that they have equal probability
of being produced in a parton shower
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For electrons RelIso is similarly defined, however, the neutral hadronic energy is

estimated using a different method. The relative isolation for electrons is defined

in Eq. 4.3 where EA denotes the Effective Area used in the analyses in this thesis.

The EA is calculated by CMS from the average PU energy density per unit area

in the ρ (ρ = φ− η) plane and the effective area based on shower shapes that has

been measured by CMS (which depends on the η value in the supercluster) for

each event.

Equation 4.3 gives the RelIso formula for electrons with neutral hadronic energy

correction where ρ stands for the median density of pile-up contamination.

RelIso =
(
ΣECH

T + ΣENH
T + ΣEγ

T − (ρ× EA)
)
/ peT (4.3)

4.5 Muons

It is important to be able to identify isolated muons coming from the signal pro-

cess rather than from further decays from within jets or from mismatched tracks.

Applying the identification criteria in Table 4.1 can help to ensure a high pu-

rity of real muons is selected from the PF candidates described in Section 4.3.

Two working points (WP) are defined: tight and loose. Tight muons have tighter

requirements on various quantities including pT, as lower momentum muons are

harder to distinguish from other particles. Tight muons are used when making

selection requirements on how many muons should be in the event from the signal

process. Loose muons are used to veto additional objects which are still likely to

be muons but could be a misidentified object such as a pion. The loose criteria will

capture more real muons in its selection but with a lower purity. The cut values

for each working point are given in Table 4.1 for the 8 TeV analysis and the 13

TeV analysis.
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The transverse impact parameter in the φ-plane with respect to the leading pri-

mary vertex is denoted as d0 in the table. The distance between the leading

primary vertex and the muon track in the z-direction is denoted dz. These two

variables can be used to establish how consistent the muon track is with the lead-

ing primary vertex. A Global Muon is a muon which has been identified from both

hits in the muon chamber and hits in the tracker whereas a Tracker Muon has

only been identified from tracker hits.

Tight WP Loose WP
Requirements 8 TeV 13 TeV 8 TeV 13 TeV

Is a Global Muon and a Tracker Muon yes yes yes yes
pT (GeV) > 30 > 26 > 10 > 10

|η| < 2.1 < 2.1 < 2.5 < 2.5
RelIso < 0.12 < 0.15 < 0.2 < 0.25

Number of valid hits in the tracker > 5 > 5 - -
Number of hits in the muon stations > 0 > 0 - -

d0 (cm) < 0.2 < 0.2 - -
dz (cm) < 0.5 < 0.5 - -

Number of hits in the pixel tracker > 0 > 0 - -
Normalised χ2 of track < 10 < 10 - -

Number of muon stations matched to track > 1 > 1 - -

Table 4.1: The cuts used for the tight and loose muon identification at 8 TeV [76]
and 13 TeV [77].

4.6 Electrons

In this thesis the word electron is mostly used to include both charges, electron and

positron. Electrons typically lose a large fraction of their energy in the tracker ma-

terial via Bremsstrahlung. This is one of the biggest challenges in reconstructing

electrons as the Bremsstrahlung radiation needs to be taken into account to accu-

rately measure their momentum. These Bremsstrahlung photons can also convert

into electron-positron pairs in the tracker material creating secondary electrons

which must be distinguished from the signal electrons coming from the hard pro-

cess.

Similar to the muon reconstruction, two working points are defined for electrons

from the PF candidates. Tight electrons are used when requiring electrons as part

of the signal process and a looser set of criteria are used in order to veto on extra

44



4.6. Electrons

electrons in the event ensuring a strict selection. The loose selection will contain

more electrons but with a lower purity.

There are multiple ways to identify electrons, two of which are used in this thesis.

At 8 TeV a multivariate technique to identify electrons was used. At 13 TeV a cuts

based identification was used as the electron tools from CMS were not as advanced

by the time the analysis was performed.

The tight and veto working points at
√
s = 8 TeV can be found in Table 4.2. The

multivariate algorithm used for electron identification assigns a discriminator value

which is closer to one for candidate particles which are more consistent with being

a real electron and closer to zero if not. This discriminator is shown in Fig. 4.1.

A conversion veto is applied for tight electrons which mitigates against identifying

electrons which have come from photons converting into an electron-positron pair

in the detector [78].

Figure 4.1: Output of the electron-identification boosted decision tree (BDT) mul-
tivariate algorithm for non-triggering electrons from Z → e+e− data (black dots)
and simulated (solid histograms) events, and from background-enriched events in
data (triangles), in the ECAL a) barrel (left) and b) endcaps (right). For trigger-
ing electrons, to mimic the requirements applied at the HLT loose identification
and isolation requirements are applied as a preselection [78].

The tight and veto working points are given for the barrel and endcap in Table 4.3

for the
√
s = 13 TeV analysis. The ECAL crystal that contains the largest energy
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Requirements Tight Veto
ET (GeV) > 30 > 20

|η| < 2.5 < 2.5
|d0| (cm) < 0.02 -

ConversionVeto yes -
MVA ID > 0.9 > 0

RelIso < 0.1 < 0.2

Table 4.2: The cuts used for the tight and veto electron identification at
√
s =

8 TeV [79].

deposit is considered to be the seed crystal. Strips of ECAL crystals (in φ) are

clustered together to create a “supercluster” (SC) with minimum requirements on

initial seed crystal energy, as well as minimum energy of each strip. The distances

in η and φ between the supercluster and the point in the ECAL where the track

from the PV is extrapolated to are defined as ∆ηIn and ∆φIn, respectively. The

ratio of the hadronic to electromagnetic energy around the seed cluster is denoted
h
E
. Photons which come from conversions often have tracks which do not pass

through the innermost layer of the tracker, therefore limits are set on the number

of expected missing hits, Nmiss. The effect of the momentum loss through the

tracker material can be quantified in the variable 1
ESC
− 1

p
, where ESC is the energy

of the supercluster and p is the momentum of the track at closest approach to the

vertex. The shower shape variable, σIηIη , describes the lateral extension of the

shower along the η direction.

Tight Veto
Requirements Barrel Endcap Barrel Endcap

σIηIη < 0.0101 < 0.0279 < 0.0114 < 0.0352
|∆ηIn| < 0.00926 < 0.00724 < 0.0152 < 0.0113
|∆φIn| < 0.0336 < 0.0918 < 0.216 < 0.237

h
E < 0.0597 < 0.0615 < 0.181 < 0.116

RelIso ≤ 0.0354 ≤ 0.0646 ≤ 0.126 ≤ 0.144
1

ESC
− 1

p (GeV)−1 < 0.012 < 0.00999 < 0.207 < 0.174
|d0| < < 0.0111 < 0.0351 < 0.0564 < 0.222
|dz| < 0.0466 < 0.417 < 0.472 < 0.921

Nmiss ≤ 2 ≤ 1 ≤ 2 ≤ 3
pass conversion veto yes yes yes yes

Table 4.3: The cuts used for the tight and veto electron identification at
√
s =

13 TeV [80] where barrel is |ηSC | < 1.4442 and endcap is (1.5660 < |ηSC | < 2.5).

46



4.7. Jets

Electron reconstruction cannot be performed accurately in the transition region

(TR) between the ECAL barrel and endcap, 1.4442 < TR < 1.5660 and hence

they are excluded from physics analyses.

4.7 Jets

When partons such as quarks and gluons hadronise, they form a number of charged

and neutral hadrons travelling in approximately the same direction of travel as the

original parton. These final state particles can be clustered into what is known

as a jet using the anti-κT reconstruction algorithm [81]. This is an infrared and

collinear safe algorithm which starts with a high pT ‘seed’ deposit in the calorimeter

and uses the distance measure in Eq. 4.4 to find the nearest deposit to merge with.

If the distance between the seed particle and the beam, diB in Eq. 4.5, is smaller

than the distance to another hit, dij, the particle is merged with the beam [82].

Otherwise, the particle is merged with the nearest hit, according to dij. The

algorithm terminates when diB < dij and the merged particles are considered to

be a jet. In this thesis, a distance parameter of R = 0.5 (0.4) is used to reconstruct

jets in the Run 1 (Run 2) analysis in Chapter 7 (9). The distance parameter was

changed for Run 2 to be consistent with the ATLAS experiment and to mitigate

against PU contamination.

dij = min
(
p −2

Ti , p
−2

Tj

) ∆R2
ij

R2 , where ∆R2
ij = (yi − yj)2 + (φi − φj)2 (4.4)

diB = p2
Ti (4.5)

Corrections are applied to the jet energy to account for the non-uniform response

of the detector in pT and η. The first correction is the L1FastJet correction which

is applied to both data and simulation to remove the energy coming from PU

events. The L2Relative and L3Absolute corrections respectively correct for the

non-uniform response in η and pT for both data and simulation. The L2L3Residual
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corrections are applied to simulation only and correct the remaining small differ-

ences in jet response between data and simulation such as correcting the absolute

jet energy scale (JES). The jet energy resolution (JER) is also smeared by 10% as

the resolution is worse in data than in simulation. Together these corrections are

called the jet energy corrections (JEC) [83]. Jet identification criteria are applied

to suppress fake jets arising from electrons showering in the ECAL due to Brems-

strahlung. This includes requiring |η| < 2.5, pT > 30 GeV and a separation from

the nearest loose muon or electron of ∆R > 0.4.

The biggest gains in using the PF algorithm come from performing the jet re-

construction on PF particles. The jet-matching efficiency, jet energy resolution

and the reconstruction of the jet pT are improved compared to using calorimeter

information alone [84].

4.8 b-tagging

The presence of jets in an event indicates that the particles emerging from the

collision include quarks and gluons. Being able to identify or tag which flavour of

quark hadronised in the detector is extremely useful for a wide range of analyses.

Particularly for searches for final states containing four top quarks, the ability to

identify b-quarks originating from the decay of top quarks is incredibly beneficial

in allowing us to discriminate between the signal and backgrounds. The particle

shower coming from the hadronisation of b-quarks will contain B mesons and ΛB

(and other) baryons. These particles travel further in the detector due to having

longer decay times than light flavour (u, d, s) mesons and baryons, resulting in a

typical flight distance of up to a few centimetres [85]. The impact parameter (IP),

defined as the distance between the primary vertex and the extrapolated point

of closest approach of a track, will be larger for tracks coming from the decay of

a hadron containing a b-quark. The tracks emerging from this decay can form

a secondary vertex. This information is exploited in the Combined Secondary

Vertex (CSV) algorithm [86]. The CSV algorithm is used to identify or tag jets
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which originate from b-quarks by assigning a discriminator value between 0 and

1, where larger values are more consistent with b-quark jets. Loose (CSVL),

medium (CSVM) and tight (CSVT) working points are defined at values of the

discriminator for a given mis-identification rate. For analyses at
√
s = 13 TeV

the algorithm was improved and is called Combined Secondary Vertex version 2

algorithm (CSVv2) [87], the output of which is shown in Fig. 4.2. Working points,

selection efficiencies for b-quarks and mis-identification rates are given in Table 4.4.
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Figure 4.2: CSVv2 discriminator distribution at
√
s = 13 TeV using a multi-jets

sample. Jets are reconstructed using the anti-kt algorithm with R = 0.4 [87].

√
s (TeV) Name WorkingPoint Selection Efficiency (%) Mis-identification (%)

8
CSVL 0.244 < 80 0.1
CSVM 0.679 < 62 0.01
CSVT 0.898 < 35 0.001

13
CSVv2L 0.46 82 11.5
CSVv2M 0.8 67 1.4
CSVv2T 0.935 47 0.15

Table 4.4: b-tagging working points and their selection and mistagging efficiencies
for PF jets.
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4.9 Missing transverse energy

As it is not possible to detect neutrinos and potentially some BSM particles because

they interact incredibly weakly with matter, their existence can be inferred by

examining the sum of the momentum of particles in the transverse plane of the

detector. The transverse plane is defined to be transverse to the beamline. Starting

with the assumption that the total momentum in the transverse plane is zero, an

imbalance in the sum of the momentum of detectable particles is considered to be

missing transverse energy (Emiss
T ), as defined in Eq. 4.6. The pT of jets is used

after the JEC have been applied [88].

Emiss
T = −

∑
all particles,i

ˆpT,i (4.6)
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The search for new physics at the LHC requires comprehensive modelling of the

overwhelmingly large SM backgrounds. Particle physics events are simulated us-

ing Monte Carlo (MC) simulation that can be used, for example, to measure

properties of known particles by comparison with data or to predict and optimize

searches for BSM physics. Hence, simulation is generated for SM backgrounds

using current theoretical knowledge, and BSM models are simulated using theo-

retical models. There are four main stages; generation (GEN), simulation (SIM),

digitisation (DIGI) and reconstruction (RECO). The GEN stage consists of pro-

ducing the hard scattering between the partons from the protons and the outgoing

particles. The SIM stage continues from the GEN stage simulating the paths of the

outgoing particles through the detector after which the response of the detector is

generated in the DIGI step. The RECO stage then uses the algorithms previously

discussed in this chapter to produce collections of high-level physics objects which

are the same as what is reconstructed in the detector from real data events.

Event generators are used to simulate the signal and background processes at GEN-

level. Using the proton PDFs and calculations of the Matrix Element (ME) asso-

ciated to the Feynman diagrams for a particular process, a proton-proton collision

can be replicated in simulation so that theory can be compared to experimental

results. Due to the high-dimensional phase space associated to the multi-particle

events produced at the LHC, Monte Carlo simulation is the only viable option.

The Geant4 [89] program is used to perform the SIM-level simulation through

the CMS detector.

Figure 5.1, shows the chain of processes which occur at GEN-level including:

• Incoming protons

• Hard interaction of partons from inside proton

• Parton shower from outgoing partons
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• Hadronisation of partons

• Underlying event from the proton remnants

Figure 5.1: Depiction of hadron-hadron collision as simulated using an MC event
generator. The red circle in the center indicates the hard collision. The surround-
ing tree-like structure represents Bremsstrahlung as simulated by parton showers.
The purple circles represent a secondary hard scattering event. Light green ellipses
represent parton to hadron transitions through hadronisation, darker green ellipses
indicate hadron decays, and the yellow lines are soft photon radiation [90].

There are many MC event generators which specialise is one or more parts of the

GEN-level simulation. Some generators are more specialised towards ME calcula-

tions and producing the hard interaction. Others are more optimised for simulating

the parton shower, which is treated as a Markov process where four-momentum

and probabilities are conserved with the creation of each new particle [90]. Using

generators above LO is a necessity when precision measurements are required and

when many high-pT and well-separated jets are present in the signature for the

signal process [91]. The main event generators used in the thesis are as follows.

MadGraph

MadGraph is a leading-order (LO) event generator [92] which calculates the ME
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at tree-level with a number of additional partons (which is process dependent

and limited by computer memory contraints) for processes such as decays and

2→ n scattering. It takes PDF sets as input, for example NNPDF3.0 as shown in

Fig. 2.4, which describes the kinematics of the incoming partons from the proton.

It generates all Feynman diagrams for a particular process and evaluates each ME

for a given phase space point. The number and type of partons and the kinematics

of the event are generated.

aMC@NLO

The aMC@NLO package [91] can simulate events at next-to-leading order (NLO)

in perturbative QCD as it uses both tree-level and one-loop perturbations. These

additional corrections from higher-order Feynman diagrams make the simulation

more accurate than its LO counterparts. This package includes initial and final

state radiation. Initial state radiation (ISR) refers to any particle which is radiated

off of an incoming particle to the collision whereas final state radiation (FSR) refers

to a particle radiated off the final state outgoing products of a collision.

Negative event weights By including higher order perturbations to the cross

section calculated in aMC@NLO, it is necessary to consider terms which interfere

destructively. This is achieved by assigning negative weights to some events within

the generator so that the differential cross section is simulated correctly. The

effective number of events, Neff , produced by the generator corresponds to Npos−

Nneg (this equates to the number of events that would be produced for the given

cross section) whereas the total number of events produced correspond to Npos +

Nneg. Therefore these samples can be scaled using the negative event weight,

W neg
event, according to Eq. (5.1).

W neg
event = Npos +Nneg

Npos −Nneg
= NTotal

NTotal − 2×Nneg
(5.1)

POWHEG

The ‘Positive Weight Hardest Emission Generator’, known as POWHEG [93]

generates the hardest process in the event first. This means that when it is inter-
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faced with a shower MC (SMC) program for hadronisation which has emissions

pT-ordered, the double counting of the low-pT radiation emitted can be avoided

by using a pT-veto. As the double counting of low-pT emission is the cause for

negative weight events, these can be avoided using POWHEG with an SMC

with pT-ordering but negative weight events are still necessary for angular-ordered

SMCs [94].

PYTHIA

The PYTHIA program [95] can take the parton-level event generated by another

generator and add soft emissions from the initial and final state particles, as well

as performing the fragmentation and hadronisation of quarks to produce the par-

ton shower (PS). It can also simulate everything standalone including the initial

protons fragmentation, multi-particle production, hadronisation, beam remnants

and the underlying event. PYTHIA is one of the most widely used generators

amongst LHC experimentalists as it has been observed to produce particularly

good agreement with data compared to other generators which produce parton

showers.

Matching

“Matching” or “merging” refers to the method of combining the output of the

hard scatter, which has well separated particles, with parton showers which have

much softer low-pT particles. The pT threshold at which partons from the ME

are matched to the PS is known as the ME-PS threshold. There are two types

of matching used in MadGraph depending on the order at which the process

is generated [91]. At LO, MLM-merging is used to combine multiple LO + PS

samples which are produced with different final-state multiplicities. FxFx-merging

is similarly defined however NLO matrix elements are used.

54



6 | Analysis strategy and

techniques
The LHC has been described as a “top quark factory” due to the large cross sec-

tions for tt production at
√
s = 8 TeV and

√
s = 13 TeV, which were calculated

at NNLO to be 253 pb and 831 pb [96, 97], respectively. Most analyses within the

CMS collaboration which work on top quark physics study tt production. There

are also a number of analyses working on the rarer process of single top quark

production. Four-top-quark production is rarer still at O(105) smaller than tt pro-

duction. In this chapter some of the common ideas and algorithms shared between

both CMS tttt analyses in this thesis are introduced. More analysis-specific details

are given in Chapters 7 and 9 for the studies at
√
s = 8 TeV and

√
s = 13 TeV,

respectively. In Section 6.1 the general strategy for searching for tttt production

is outlined. In Section 6.2, the signal tttt process and background processes are

each discussed. The various corrections which are made to the simulation to im-

prove the modelling are given in Section 6.3. Analysis of the potential multi-jet

background is given in Section 7.7. Next the multivariate techniques employed in

this thesis are introduced in Section 6.5, specifically Boosted Decision Tree (BDT)

algorithms (Section 6.7). BDTs are used both to reconstruct top quarks (Sec-

tion 6.6) and then to separate the signal tttt process from the main background

of tt production. The systematic uncertainties affecting the analyses in this thesis

are described in Section 6.8. Finally, in Section 6.9 the statistical procedure used

to set a limit on the cross section of tttt production is discussed.

6.1 Strategy for searching for four top quarks

The strategy for selecting tttt events while suppressing background processes is

similar to the tt selection but with the requirement of an additional two jets. The

small cross section for tttt production in the SM, 1.3 fb at
√
s = 8 TeV and 9.2 fb
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at
√
s = 13 TeV [98, 99] dictates the selection. For the single lepton channel, which

is the focus of the studies in Chapters 7 and 9, the common selection between

both analyses is as follows:

• Exactly 1 lepton (muon or electron)

• No additional leptons

• ≥6 jets

• ≥2 b-tagged jets

It would be preferential to require four b-tagged jets in the selection to obtain the

highest signal-to-background ratio. However, this would have a detrimental effect

on the number of tttt events selected due to the fact that some b-jets will not be

identified correctly or will not fall within the acceptance of the detector. Similarly,

it is not advantageous to require a jet per quark hadronising in the detector in

a tttt final state as some of the jets may be merged or may not fall within the

acceptance of the detector. However, it will be discussed in Section 6.9.2 how a

looser selection can be used to an advantage to constrain the main background

process. This thesis will focus on the single lepton channel where only single muon

and single electron final states are considered. The criteria that each channel are

required to pass are called the Baseline Event Selection.

6.2 Signal and background processes

6.2.1 Four-top-quark production signal process

It can be seen from Fig. 6.1 that the single lepton final state has the largest

branching ratio which makes it a favourable place to study. This is the final state

considered most in this thesis. The dilepton final state also has a large branching

ratio and has particularly low backgrounds when same-sign lepton final states are
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Fully Hadronic 20%

Single Lepton 39%

Dileptonic 30%

Trileptonic 10%
Fully Leptonic 1%

Figure 6.1: The possible decay channels for tttt production.

considered. The combination of studies on the dilepton final state will be discussed

in Chapter 9.

Figure 6.2 shows the cross section for tttt production versus centre of mass energy

in the proton-proton collision. It can be seen that the cross section rises with

energy and indeed it increases faster than the main background of tt production,

which means that the signal to background ratio increases with
√
s. Table 6.1

shows the cross sections for tttt production and tt production where it can be

seen that the tttt cross section increases by a factor of ≈ 7 from
√
s = 8 TeV

to
√
s = 13 TeV whereas the tt production increases by a factor of ≈ 3.5. This

is due the fact that the parton luminosity for gluon-gluon fusion (the dominant

production process for tt and tttt) increases more rapidly for higher invariant mass

processes between
√
s = 8 TeV and

√
s = 13 TeV.

Cross section 8 TeV (pb) 13 TeV (pb)
tttt 0.0013 0.0092
tt 245 831

Table 6.1: The cross sections for tttt (computed at NLO) and tt (computed at
NNLO) production at 8 TeV and 13 TeV [96–99].

6.2.2 tt background

The main background to tttt production is tt production with additional jets. The

final state of the tt process in the detector, shown in Fig. 6.3, is defined by whether

each W boson decays leptonically or hadronically.
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Figure 6.2: The tt (2t), four top quark (4t) and six top quark (6t) production
cross sections at a range of centre of mass energies,

√
s [100].
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Figure 6.3: The possible decay channels for tt production where the area of each
final state is proportional to its branching ratio [27].

The standard strategy is to require two b-jets to be present in the event and 0,

1 or 2 leptons depending on whether the final state is all-hadronic, semi-leptonic
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6.2. Signal and background processes

or dileptonic respectively, where 6, 4 or 2 total number of jets are required. Not

all tt events will be captured within the selection due to inefficiencies in tagging

b-jets, identifying leptons and reconstructing jets. As the rate of tt production is

very high at the LHC, this selection still provides a large enough sample of events

to perform studies of tt production that are not limited by the size of the signal

sample.

In the case of the single lepton channel, semi-leptonic tt is the main final state

which contributes to the background. Figure 6.4 shows semi-leptonic tt production

with ISR and FSR.

q̄

q

g

ℓ+

νℓ

b

b̄

q′

q̄

W −

t̄

t

W +

ISR

FSR

Figure 6.4: Semi-leptonic tt production with demonstration of extra jets arising
from initial and final state radiation.

The semi-leptonic tt process can produce final states which look very much like a

tttt final state in the detector. There are two top quarks which will produce hard

jets including two b-quark jets and one lepton. There are also the additional jets

from ISR and FSR which increase the jet multiplicity in the event. Final state jets

may arise that do not exceed the pT threshold of the trigger, which is described in

Section 3.2.6. Jets may also fall outside of the acceptance of the detector or jets

may merge together, both of which can lower the tttt multiplity to look more like

tt. The spectrum of ‘additional jets’ which are not associated with coming from

the decay of a top quark are shown in Fig. 6.5 for a CMS analysis at
√
s = 13 TeV.

Events which lie in the tail of the additional jets distribution are more likely to
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6. Analysis strategy and techniques

fall within the requirements for a tttt event. However, in general, jets which come

from ISR or FSR tend to be softer, ie. lower in pT. The mis-modelling of the jet

multiplicity spectrum, as observed in the lower panel of Fig. 6.5, is understood to

be due to a suboptimal value of αS being used to produce the tt simulation. The

treatment of this mis-modelling is discussed further in Section 6.3.6.

Figure 6.5: Number of jets which are not associated with a top quark decay in the
tt semi-leptonic (lepton + jets) channel [101].

6.2.3 Electroweak backgrounds

The electroweak backgrounds include W and Z boson production in association

with jets, which in their leptonic decays provide one and two leptons, respectively,

and no jets. Additional jets come from ISR or FSR. A small fraction of electroweak

events will have a large number of additional jets. However due to their large cross

section, as can be seen in Fig. 6.6, there will be a small number of events which

may pass the requirements for selecting tttt events.

The W and Z boson may also decay hadronically where each will provide two jets.

Along with the additional jets from ISR/FSR, one jet may be misidentified as a
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Figure 6.6: CMS standard model production cross sections [102].

lepton in the detector and hence may also pass the selection requirements for tttt

events.

6.2.4 Rarer backgrounds

Single top production both has a smaller cross section than W and Z boson pro-

duction and is less similar to tttt production than tt production by virtue of having

one less top. However the cross section is still many times larger than tttt produc-

tion. Particularly in the tW-channel there can be enough additional jets (including

two b-jets) such that it may mimic tttt in the detector.

Other rarer backgrounds include ttH, ttZ and ttW which resemble tttt produc-

tion much more closely than tt by having extra bosons produced in the process

which can decay to higher pT jets and leptons than can occur from ISR/FSR.

However, they are much more rare than tt production and do not produce a sig-

nificant background. Diboson production (WW, WZ, ZZ) can also possibly mimic

tttt production. However, they can be considered to be small perturbations on

W + 2 jets and Z + 2 jets processes as they are at least an order of magnitude

smaller in cross section. Simulated diboson events were processed through the
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analysis framework where a negligble (sometimes zero) number of events passed

the baseline event selection. Hence, it is too rare to be considered in the analyses

in this thesis.

6.3 Corrections to the simulation

Many of the parameters which go into simulating each particle physics process

are not precisely known and some can not even be calculated. Therefore these

parameters are tuned to produce the simulation that best matches the observed

data. This simulation will still have residual discrepancies from data that can be

measured and accounted for by producing scale factors (SF). These SFs are usually

dependent on the pT and η of the particles produced and may be dependent on

other factors such as jet flavour. They are used to produce a per-event weight for

simulated events such that the overall distributions more closely match data. SFs

are measured using control samples. For example lepton SFs are measured using

the “tag-and-probe” method using the Z→ee or Z→ µµ, as described in Ref. [103].

Distributions of some of the SFs used in the
√
s = 13 TeV analysis can be found

in Appendix C.1.

6.3.1 Pileup modelling

The PU SF (SFPU) is derived using minimum bias data and simulation. This

means that the data have been collected using a much looser trigger than those

used to detect interesting physics events.

The distribution of the number of p-p interactions (nint) in collisions varies between

data and simulation for a given luminosity. The distribution of nint in data can

be estimated from the measured luminosity per bunch crossing (Lbx) and the total

inelastic cross section (σin) using:

nint = Lbx × σin
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The SFPU can be derived by comparing the number of data events (NData
int ) to the

number of simulated events (N sim
int ) for a given nint as in Eq. 6.1.

SFPU (nint) = NData
int (nint)
N sim
int (nint)

(6.1)

6.3.2 b-tag modelling

There are residual differences between the b-tagging efficiencies measured by CMS

in data and the efficiencies as measured in simulation as it is difficult to simulate

the fragmentation and hadronisation of b-quarks. There are two methods used

for correcting the b-tag modelling in this thesis. In Method 1, scale factors are

derived to correct the distributions of the number of b-tags for each working point.

In Method 2, it is the CSV(v2) distribution of all jets that is corrected by applying

a weight to each jet.

6.3.2.1 Method 1

The b-tagging efficiencies are measured for each of the CSVL, CSVM, and CSVT

working points in bins of pT and η. Depending on which working point was used

in an analysis, a scale factor, SF (η, PT )i, can be applied to the simulation for each

jet. This is dependent on the pT, η and flavour, i, of the jet, shown in Eq. 6.2,

where ε(η, pT)datai is the efficiency for a jet to be tagged as a b-jet in data and

ε(η, pT)simi is the efficiency for identifying a jet as a b-jet in simulation.

SF (η, PT )i = ε(η, pT)datai

ε(η, pT)simi
(6.2)

Separate scale factors are defined for b and light (u, d, s, g) jets. Scale factors for

c jets are taken to be the same as for b jets. A weight, ωbtag can be applied to

simulated events. The method proceeds by defining the probability of an event in

simulation producing a given number of tagged and untagged jets, P(MC), defined

as

P (MC) =
∏

tagged jets

εsimi ×
∏

untagged jets

(1− εsimi )
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where εsimi is the efficiency of tagging a jet of flavour i with the CSV criterion in

simulation. While the probability of an event in data producing a given number

of tagged and untagged jets, P(DATA), is defined as

P (DATA) =
∏

tagged jets

SFi · εsimi ×
∏

untagged jets

(1− SFi · εsimi )

where SFi is the appropriate scale factor for a jet of flavour i.

An overall event weight to be applied depending on the jet content can be derived

from these scale factors using Eqn. 6.3. This weight, ωbtag, must be applied to the

events in simulation in order to predict the correct event yield.

ωbtag = P (DATA)
P (MC) (6.3)

6.3.2.2 Method 2

Alternatively, the measurements at each working point can be used to fit the shape

of the CSV distribution and provide scale factors in bins of pT and η for each jet

flavour. Therefore the scale factors for each jet can be derived from the pT, η,

and CSV discriminator value and for each jet flavour as seen in Eq. 6.4. For this

method, the jet flavours are defined as heavy for bottom quarks and light for u, s,

d, g whilst c-quarks are given SF = 1. The scale factor for a heavy (light) flavour

jet is defined as SFH (SFL), the number of jets in data are defined as NData
jets ,

whilst the number of heavy (light) flavour jets in simulation are defined as NH
sim

(NL
sim). SFH and SFL are derived in bins of pT, η and CSV value.

SFH (CSV, pT, η) =
NData

jets −NL
sim

NH
sim

SFL (CSV, pT, η) =
NData

jets −NH
sim

NL
sim

(6.4)
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An event weight can be derived by taking the product of the per-jet scale factors

for all heavy and light flavour jets in the event, as seen in Eq. 6.5.

SF total =
NL∏
i

SFL
i

NH∏
j

SFH
j (6.5)

Further details of the CSV distribution reshaping can be found in Ref. [104].

6.3.3 Heavy flavour jet modelling

The extra jets in tt events can come from processes such as gluon splitting which

pair produces bb. These ttbb events are most likely to resemble the features of the

tttt signal events and so it is essential that the proportion of them in simulation

is correctly modelled. Table 6.2 shows the heavy flavour ratio R = σttbb / σttjj as

measured by CMS at
√
s = 8 TeV and

√
s = 13 TeV in data and in simulation.

To incorporate this ratio into the analysis, the MC truth information of the tt

+ jets (MC) sample is used to split the sample into ttbb, ttcc and ttll, where l

denotes light quarks and gluons (u, d, s, g). A scale factor SF = R(Data) / R(Sim)

is derived from the information in Table 6.2 which is applied to the ttbb events.

Another SF is applied to ttll to preserve the total number of tt events.
√
s (TeV) R(Data) (%) R(Sim) (%) SF

8 2.2± 0.4 (stat.)± 0.5 (sys.) 1.6 ± 0.2 1.35
13 2.2± 0.3 (stat.)± 0.6 (sys.) 1.2 ± 0.1 1.83

Table 6.2: Ratio of R = σttbb / σttjj for Data and Simulation at
√
s = 8 TeV [105]

and
√
s = 13 TeV [106] alongside the scale factor derived for R(Data) / R(Sim).

6.3.4 Lepton modelling

A weight is applied to events which is dependent on the η, pT and flavour of

the selected leptons. The scale factors for each source of efficiency (isolation,

identification, reconstruction and trigger) are designed to be multiplicative. The

final event weight is:

ωlepton = SFiso × SFid × SFreco × SFtrig (6.6)
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6.3.5 Top pT modelling

The top quarks which are reconstructed in tt enriched regions of data tend to have

a softer pT spectrum than in tt simulation, which is believed to be due to the

NLO approximation used in the event generator. A scale factor can be derived as

a function of the pT of the top at generator level of the simulation (before it is

reconstructed by the detector). The event weight can be derived by multiplying

the independent SFs for each (anti-)top in the event and is shown in Eq. 6.7. This

SF is only applied to tt simulation samples.

ωtopP t = SF (top pT)× SF (anti-top pT) (6.7)

6.3.6 Jet multiplicity modelling

Good modelling of the jet multiplicity distribution up to a large number of jets

in the main tt background is very important for this analysis due to the fact that

as the number of jets increases, the signal to background ratio increases. Hence,

the higher jet multiplicities have the highest sensitivity in separating the signal

tttt process and the background tt process. It is essential that tt is well modelled

in this high jet multiplicity region. Particularly at
√
s = 13 TeV the simulation

was larger than data in the higher Njets bins. The value of αS in the tt sample

produced with POWHEG +PYTHIA 8 used in the analysis in Chapter 9 is

0.137, however the best tune was observed to have a value of αS = 0.113+0.012
−0.010. A

scale factor was therefore calculated by CMS in order to improve the modelling of

the Njets distribution [107].

6.4 Multi-jet background estimation

The presence of multi-jet events within the signal region defined by the baseline

selection is investigated in this section. It is rare for multi-jet events to have a

highly energetic undetectable particle as QCD processes do not produce neutrinos
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in the hard process. Therefore, the Emiss
T distributions for multi-jet events typically

peak at low values. The peak can be above zero as some jets may be outside of

the acceptance of the detector or mismeasured. It is difficult to simulate QCD

events for the analyses in this thesis as QCD production has an incredibly large

cross section with a small efficiency to produce events which pass the baseline

selection for the tttt analyses. Events which pass the selection will exist in the

extreme tails of the Njets and Nbtags distributions of QCD events where there are

more subtle effects in the modelling and more statistical fluctuations. Hence, it

is not possible to use multi-jet simulation. In this case, a data-driven method

known as the “ABCD method” may be used. This method proceeds by selecting

two uncorrelated variables from the object or baseline selection and defining three

control regions (A,B,C) and one signal region, D, in the 2-dimensional phase space

of these variables, as shown in Fig. 6.7. A selection is made in each variable which

defines one quadrant of the phase space as the signal region. The event variable

Emiss
T and the lepton variable RelIso were selected as they are uncorrelated, as

shown in Fig 3 in Appendix .1. The signal region is defined in a low RelIso and

higher Emiss
T region.

For the background processes that are well modelled using simulation, their yields

in each region are subtracted from the data. This should in theory leave only QCD

multijet events remaining and so the number of events in the signal region can be

estimated from the equation in Fig. 6.7. This method does have some dependence

on the simulation and assumes that the other backgrounds are well modelled.

The uncertainty on this assumption can be taken into account by repeating the

procedure with different versions of the tt simulation in which the ME and PS

scale uncertainties (the main uncertainties on tt) are varied up and down.
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Figure 6.7: Illustration of the ABCD method.

6.5 Multivariate analysis techniques

Four top quark production events are very rare at the energies of
√
s = 8 TeV

and
√
s = 13 TeV studied in this thesis. Typically, within the selection defined

in Section 6.1 the main background is tt production which is several orders of

magnitude larger than the tttt signal. In this type of analysis, where the back-

ground and signal can be similar in many distributions and the signal is so rare in

comparison to the backgrond, it can be advantageous to use multivariate analysis

(MVA) methods to increase the signal to background separation. The main MVA

method used in this thesis is Boosted Decision Trees (BDT). More details of this

algorithm and its specific use in the analysis are given in the subsequent sections.

6.5.1 Boosted Decision Trees

To start with, the simpler concept of a single Decision Tree will be considered.

Decision trees are used to maximise the separation between a signal (S) sample

and a background (B) sample by looking at a set of distributions in which there is

some initial separation between the two; a training sample for each is provided to

the algorithm. A simple decision tree is shown in Fig. 6.8 where each decision is
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defined at a node and splits the dataset in two by placing a requirement in the most

discriminating variable in order to separate as many background events down one

side and signal events down the other side. One can define the purity at each node

as P = S
S+B . Another useful measure is the gain at each node which gives a more

symmetric measure of the node having high purity of either signal or background.

The particular metric of gain used in this analysis is the commonly used Gini

Index which is defined as Gini = P · (1− P ). A high Gini Index suggests the

node contains a relatively equal amount of signal and background whereas a low

Gini index shows that the node contains more of either signal or background. The

goal is to scan across each distribution and find the requirement in the associated

variable which maximises the separation gain (SG) as defined in Eq. 6.8. This

process is iterated upon until a predefined end condition such as the maximum

depth of the tree or the minimum number of events in a node.

SG = Gini(parent)−Gini(child 1)−Gini(child 2) (6.8)

Figure 6.8: Illustration of a single decision tree of depth = 3 [108].

It has been found that using an ensemble (usually several hundred) of smaller

decision trees of depth = 2 or depth = 3 is preferable to using one large decision
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tree as it can create a much stronger “learner” and minimise overtraining, ie. the

propensity to train to the specific features of the training sample rather than the

general trend.

The first tree begins as a normal decision tree as described above and it terminates

when it reaches the maximum depth defined. The error rate, Rerr, of the tree is

defined as the number of events incorrectly classified divided by the total number

of events. The events which were incorrectly categorised are weighted according

to Eq. 6.9 where α is the boost weight which is dependent on Rerr. The idea is

that in the next iteration of a tree the incorrectly classified events are considered

with higher importance. The degree of boosting can be adjusted by raising α to

the power of β, the learning rate.

α =
(1−Rerr

Rerr

)
(6.9)

This process is repeated until the predefined maximum number of trees has been

reached. This is known as the “Adaptive Boost” or “AdaBoost” algorithm A

discriminator value, yBDT , is defined by summing the response from each tree, t,

where the boost weight for each tree is αt. Each response is weighted by ln (αt) such

that the trees with low error rates are considered more than trees with high error

rates. The response from each individual tree is defined as h (x) where x is the

set of input variables. Events categorised in signal nodes are assigned h (x) = +1

and events categorised in background nodes are assigned h (x) = −1.

yBDT = 1
Ntrees

·
Ntrees∑

t

ln (αt) · ht (x) (6.10)

Values of yBDT which are closer to +1 (-1) are considered to be more signal-like

(background-like).

Variable importance is a measure of how often a variable is chosen as the variable

to split on at a node in all of the trees. Variables can be ranked in order of variable
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6.6. Reconstruction of hadronic top quarks

importance and this can be used to motivate the final selection of variables used

in the BDTs.

6.6 Reconstruction of hadronic top quarks

In the tttt single lepton channel there are three hadronically decaying top quarks

while there is only one hadronically decaying top quark in the semi-leptonic tt

final state. Equivalently in the dilepton channel there are two (zero) hadroni-

cally decaying top quarks in tttt (tt). Therefore reconstructing top quarks from

their hadronic decay products should be a powerful way to separate the signal and

background processes. The jets which are in addition to the hard process in tt are

likely to come from initial or final state radiation (ISR or FSR) or from pileup,

hence it should be unlikely that a hadronic top quark could be reconstructed from

these additional jets. Due to the large number of jets within the selection, it is a

challenge to find the right combination of jets which originated from a top quark.

This motivates using multivariate analysis in order to rank each combination of

three jets (tri-jet) according to which is most likely to be the combination that

originated from a real hadronically decaying top quark. A training sample from tt

events is provided to the BDT where the Monte Carlo truth information is used

to classify whether a tri-jet combination was a good combination which originated

from a top quark or a bad combination which is formed from random jets. The

following variables were selected for use within the BDT:

Tri-jet invariant mass - Good tri-jet combinations should have an invariant

mass distribution which peaks around the top mass. Bad tri-jet combinations will

have a much broader distribution.

Di-jet invariant mass - The di-jet combination is formed from the two jets with

the smallest ∆R separation. The invariant mass distribution should peak around

the W mass for good tri-jet combinations.

pRat
T - This is the ratio of the modulus of the vectorial sum of the pT to the scalar

sum of the pT of the jets in the tri-jet combination. This is likely to be smaller
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in a random combination of jets where the vectorial pT of each jet will cancel out

more than in a good tri-jet combination.

∆φT-W - This is the ∆φ between the tri-jet and di-jet system which should be

smaller in good tri-jet combinations.

∆φT-b - This is the ∆φ between the tri-jet and remaining jet not included in the

di-jet system which should be smaller for good tri-jet combinations.

CSVj - For the jet not used in the di-jet system, the CSV b-tagging discriminator

value is used. If the di-jet system correctly identifies the quark jets coming from

a W boson decay then the remaining jet in a good tri-jet combination should be

a b-jet and hence will have a higher CSV b-tagging discriminator than a typical

randomly selected jet.

The AdaBoost BDT algorithm is trained on the six variables above, which are

shown in 6.9 for the Run 1 analysis. Combinations of tri-jets which come from a

top quark in simulation are considered to be the signal and tri-jets which come

from random combinations of jets and do not originate from a top quark are

considered as the background sample. It produces a discriminator value for each

tri-jet combination. Higher BDT discriminator values are associated with tri-jet

combinations which are more likely to have come from a top quark. Each tri-jet

combination is ranked according to the BDT discriminator value. In the dilepton

channel the value for the highest ranked tri-jet, known as BDTtri−jet1, can be used

as a discriminating variable between tttt and tt. In the single lepton channel the

three jets which make up the highest ranked tri-jet combination are removed from

the collection of jets and the process is repeated. The discriminator value of the

next highest ranked tri-jet, BDTtri−jet2, in this reduced jet collection can be used

to distinguish between tttt and tt. BDTtri−jet2 is shown in Fig. 7.8.

6.6.1 Reduced Variables

As mentioned above, BDTtri−jet2 is calculated from a reduced jet collection where

the three jets from the highest-ranked tri-jet are removed from the jet collection.
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Figure 6.9: Input variables into hadronic top quark reconstruction BDT including:
the invariant mass of trijets (top-left), the invariant mass of dijets (top-right),
the pRatioT (middle-left), ∆φT−W between the top quark and dijet (middle-right),
∆φT−b between the top quark and bottom jet (bottom-left) and BTag, which is
the CSV value for the jet not in the di-jet (bottom-right).The blue distributions
denotes the background consisting of random combinations of tri-jets. The red
distributions are the signal, which consists of tri-jets which originate from top
quarks in simulation.

In tt events, the removal of the jets most likely to form a true top quark leave

softer jets remaining in the reduced jet collection, usually from ISR, FSR or PU

rather than the hard process of tt production. In tttt events the removal of the

leading hadronic top quark candidate potentially leaves behind two additional

hadronic top quarks, where some of the jets may not be reconstructed leaving

harder jets from the hard process than what remains in tt events. Therefore some
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6. Analysis strategy and techniques

discriminating variables can be formed from the reduced jet collection, as follows:

HTX - This is the HT of the reduced event which should be higher for signal tttt

events, see Fig. 9.13.

SumJetMassX - Invariant mass of all jets contained in the reduced event which

should be higher for signal tttt events, see Fig. 7.10.

6.7 Event-level BDT

A second BDT is employed to increase the separation between the tt background

and tttt signal beyond what can be achieved with a simpler variable. Several dis-

criminating variables have already been formed from the hadronic top reconstruc-

tion; BDTtri−jet1, BDTtri−jet2, HTX , SumJetMassX. More discriminating variables

can be formed from the event information, as follows:

b-jet content

As the branching ratio of top quarks to a b quark and a W boson is ≈ 100%,

the main background process, tt + ll, typically produces two b-quarks while tttt,

typically produces four. Hence, the presence of more than two b-tagged jets is a

potentially important source of discriminating power. At 8 TeV this was exploited

by looking at the number of CSVM b-tags in an event, NM
tags (see Fig. 7.2). At

13 TeV the CSV values for the third-highest CSV and fourth-highest CSV (see

Figs. 9.2 and 9.2, respectively) are used to discriminate between signal and back-

ground and it is expected that these values will be lower for tt + ll events where

the third-highest CSV and fourth-highest CSV are not likely to be b-jets. How-

ever for tt + bb events these variables do not provide much discrimination power.

Another variable used is the scalar sum of the HT of all CSVM b-jets in the event

which should be higher for tttt events, Hb
T (see Fig. 7.11).

Event-Activity

One of the most obvious variables to choose to distinguish between tt and tttt is

the number of jets (Njets) as on average tttt events have a higher number of jets

than tt (see Fig. 7.1). In semi-leptonic tt events there are up to four hard jets from
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the hard process compared to up to ten from tttt. Therefore, the fifth and sixth

jet pT can be used to distinguish between the event types (see Figs. 7.14). The

same idea is used to form the variable HRat
T which is the ratio of the scalar sum of

the HT from the four highest pT jets to the scalar sum of the HT of the other jets

in the events (see Fig. 7.13). This variable should be smaller for tttt events where

there are more than four jets coming from the hard process. The centrality of the

event is defined as the ratio of the HT in the event to the H in the event, where H

is the scalar sum of the total momentum (P) in the event (see Fig. 7.12).

The lepton pT is used as a training variable as it is observed to be slightly larger

in tttt events than in tt events (see Fig. 9.22).

The Weighted jet multiplicity (NW
j ) takes into account a combination of the pT

spectra of the jets and the differences in the jet multiplicity (see Fig. 9.22). It is

sensitive to the differences between the pT spectra of the jets from a top quark

decay and those originating from ISR/FSR. The NW
j definition is given in Eq. 6.11

where pthT is the pT threshold above which a jet is counted, Nj

(
pT > pthT

)
is the

number of jets above the pT threshold, plow(up),i
T takes values from the set [30 GeV;

pT,1; pT,2 · · · ; pT,Nj ] ([pT,1; pT,2 · · · ; pT,Nj ; 125 GeV]), given that pT,i is the pT of

each jet in ascending order. The lower kinematic threshold is determined by the

jet pT requirement and the upper threshold is determined by the median jet pT.

The prefactor arises from the integral in the denominator combined with constant

factors in the numerator.

NW
j =

∫ 125
30 Nj

(
pT > pthT

)
· pthT dpthT∫ 125

30 pthT , dp
th
T

= 1
14725

Njets∑
i=1

Nj

(
pT > plow,iT

)
·
(
pthT
)2
∣∣∣∣p
up,i
T

plow,iT

,

(6.11)

6.7.1 Training

Each analysis from the single-lepton channel at 8 TeV, the single-lepton channel at

13 TeV and the dilepton channel at 13 TeV, uses different subsets of the variables
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described above. The variables which are only used in the dilepton channel have

not been described here and can be found in Ref [109]. The optimised set of

variables for each training are provided to the TMVA package where the AdaBoost

boosting algorithm is employed. The tttt signal is trained against the main tt

background only as the other backgrounds are comparatively small. The event-

level BDT will return a discriminator value which will be closer to +1 (-1) for

signal-like (background-like) events. The treatment of negative weights in the
√
s = 13 TeV simulation will be discussed in Section 9.7.3.

6.8 Systematic uncertainties

Both the modelling of the simulation and the efficiency and resolution of the de-

tector are not perfect. Hence, they bring some uncertainty to the measurement

in addition to the theoretical uncertainties. This needs to be taken into account

when fitting the simulation to the data as described in Section 6.9. There are

two categories of systematic uncertainties; (i) Uncertainties which affect the nor-

malisation of the distributions and (ii) uncertainties which affect the shape of the

distributions. The quantity causing the uncertainty in each case can be varied up

and down to produce alternative histogram templates.

6.8.1 Normalisation uncertainties

Normalisation uncertainties include the following:

• Luminosity

There is uncertainty on the luminosity as measured by the CMS Luminosity

group which affects the normalisation of all simulation samples as they are

scaled to the measured luminosity.

• Monte Carlo simulation cross sections

There is uncertainty on the cross sections given for each of the background

processes as derived from theory. As tt is the main background to tttt, the
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6.8. Systematic uncertainties

uncertainty on its MC cross-section is expected to be dominant over the

other background processes.

• Lepton ID, Iso and trigger SF

An uncertainty arises from the choice of lepton triggers and identification

criteria in the baseline selection which is applied to all simulation data sets.

6.8.2 Shape uncertainties

Shape uncertainties arise from the following quantities.

• Factorisation and renormalisation scales This factorisation and renor-

malisation scale (µf , µs) can be shifted up and down at matrix element (ME)

level and at parton shower (PS) level within the simulation. A shift in the

Q2 scale at PS level is equivalent to changing the value of αS. Therefore

the uncertainty from the jet multiplicity modelling in Section 6.3.6 can be

included by inflating the PS scale systematic.

• Matching threshold

The uncertainty due to the choice of matching threshold between the matrix

element calculation and the parton shower is evaluated by producing alter-

native simulation samples where the matching threshold is varied between

20 GeV and 40 GeV.

• Generator choice

The uncertainty on the choice of generator for the main tt background is

evaluated by considering an alternative tt MC generator. The difference

between the number of events in each bin of the output BDT distributions

is converted into a symmetric uncertainty around the template created by

the chosen MC generator.

• Jet Energy Scale

The uncertainty on the Jet Energy Corrections, described in Section 4.7,
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applied to the simulation is evaluated by varying the Jet Energy Scale (JES)

by ±1σ.

• JER

The energies of the jets in simulation are smeared to match the observed

discrepancy between the jet energy resolution, JER, in data and simulation.

• b-tagging

There is a significant uncertainty on the measurement of b-tagging scale

factors which is particularly important as variables derived from b-tagging

jets are used in the event-level BDT. The method of accounting for this

uncertainty varies depending on the b-tag modelling used from Section 6.3.2.

• Pile up

The minimum bias cross section used in the simulation which is used to derive

the pile up scale factors is varied by ±5% to account for the uncertainty on

the minimum bias cross section.

• σttbb / σttjj modelling

The uncertainty on the measurement of the ratio of σttbb / σttjj is translated

into an uncertainty on the scale factors applied to heavy flavour jets. An

anti-correlated uncertainty is applied to light flavour jets.

The subsets of this list of uncertainties used for the Run 1 and Run 2 analyses and

which data sets they are applied to are described in sections 7 and 9.

6.9 Limit setting

The nominal histogram templates in the BDT output discriminator disctribution

for each background and signal, the normalisation systematic uncertainties for

each source, and the alternative histograms for the up and down shape systematic

uncertainties have now been described. All of these quantities are provided to

the Higgs Combine Tool, which is based on the Roostats package [110], where
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a Maximum Likelihood Fit (MLF) is performed. In reality the MLF actually

minimises the negative log likelihood (− lnL) as it is computationally simpler to

work with because it becomes a sum of log likelihoods rather than a product of

likelihoods.

The expected number of events in bin i, νi, is given in Eq. 6.12 where L is the

luminosity, σj is the cross section for the source of events from process j, and εij

is the efficiency for source j to be in bin i derived from simulation.

νi =
nsource∑
j=1

Lσjεij (6.12)

Equation 6.12 can be written in terms of the signal and backgrounds separately.

The expected number of signal (background) events, which is dependent on the

nuisance parameters represented by θ, is denoted as si = si(θ) (bi = bi (θ)) for

each bin i. It is defined as si = LσSεis, where the signal cross section is σs and

the efficiency is εis. The signal strength modifier is denoted as µ. In Eq. 6.13, a

number of background sources (nbkgd) are summed using the index k. The total

number of background events is summed over a nbkgd sources bi = L
∑nbkgd
k=1 σkb ε

k
ib

where the cross section for each of the k backgrounds is σkb with efficiency εkib.

νi = µsi(θ) + bi (θ) (6.13)

It is assumed that the number of observed events in bin i, ni, will be poisson-

distributed (P) and hence the likelihood for the entire histogram is given in

Eq. 6.14.

L =
N∏
i=1
P (ni|νi) =

N∏
i=1
P (ni|µsi (θ) + bi (θ)) (6.14)

Each systematic uncertainty is modelled as a nuisance parameter in the fit. Nor-

malisation uncertainties are modelled as lognormal nuisance parameters which is

generally preferable to using a gaussian nuisance parameter. This is because log-

normal nuisance parameters are better at modelling multiplicative uncertainties
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and do not allow the parameter to become negative. The shape uncertainties

are modelled using vertical morphing [111, 112] between the three templates; the

nominal template which has efficiency ε0ij, systematic shifted up with efficiency ε+ij

and systematic shifted down with efficiency ε−ij. Quadratic interpolation is used

between the two systematic templates and linear extrapolation beyond that range.

The quadratic interpolation is shown in Eq. 6.15 where morphing parameter f has

an Gaussian uncertainty with σf = 1.

εij = f (f − 1)
2 ε−ij − (f − 1) (f + 1) + ε0ij

f (f + 1)
2 ε+ij (6.15)

From the MLF, the number of background events from each source and the number

of signal events can be extracted from the post-fit distributions

6.9.1 CLS method

The procedure used for setting limits on the strength of the signal process is the

modified frequentist method known as the CLS method. A test statistic, q̃, can

be defined to distinguish between the background only (b-only) hypothesis and

signal+background (s+b) hypothesis which includes the tttt signal in the case

of this analysis. The most common test statistic, and the one used by CMS

and ATLAS, is the log likelihood ratio defined in Eq. 6.16. The nominal signal

expectation can be scaled by the signal strength modifier µ. The test statistic q̃µ

is defined for an underlying model with signal strength modifier µ. The global

maximum likelihood estimators for the signal strength modifier and the vector of

nuisance parameters are µ̂ and θ̂. The maximum likelihood estimators of θ for a

given µ are denoted θ̂µ. Equation 6.16 has the constraint of 0 ≤ µ̂ ≤ µ to ensure

that the µ is positive and to guarantee a one-sided confidence interval. In Eq. 6.16,

“data” can mean either the real observed data or pseudodata.

q̃µ = −2 ln
L
(
data|µs+ b, θ̂µ

)
L
(
data|µ̂s+ b, θ̂

) (6.16)
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Larger values of q̃µ are more“background-like". Using real data q̃obsµ can be derived

for a particular value of µ using Eq. 6.16. Pseudodata is generated using toy MC

and can be b-only (µ = 0) or s+b for various signal strength modifier values.

From this one can obtain the probability density function for q̃µ given pseudodata

containing a signal with strength µ in the s+b hypothesis, f
(
q̃µ|µs+ b, θobsµ

)
. For

the b-only hypothesis, b-only pseudodata is generated to produce the probability

density function is f
(
q̃µ|b, θobs0

)
.

~

~
~

Figure 1: Test statistic distributions for ensembles of pseudo-data generated for sig-
nal+background and background-only hypotheses. See the text for definitions of the test
statistic and methodology of generating pseudo-data.

1 � pb = P ( q̃µ � q̃obs
µ | background-only) =

Z 1

qobs
0

f(q̃µ|0, ✓̂obs
0 ) dq̃µ , (7)

and calculate CLs(µ) as a ratio of these two probabilities 1

CLs(µ) =
pµ

1 � pb

(8)

7. If, for µ = 1, CLs  ↵, we would state that the SM Higgs boson is excluded
with (1 � ↵) CLs confidence level (C.L.). It is known that the CLs method gives
conservative limits, i.e. the actual confidence level is higher than (1 � ↵). See
Appendix A for more details.

8. To quote the 95% Confidence Level upper limit on µ, to be further denoted as
µ95%CL, we adjust µ until we reach CLs = 0.05.

2.2 Expected limits

The most straightforward way for defining the expected median upper-limit and ±1� and
±2� bands for the background-only hypothesis is to generate a large set of background-

1Note that we define pb as pb = P ( q̃µ < q̃obs
µ | background-only), excluding the point q̃µ = q̃obs

µ . With
these definitions one can identify pµ with CLs+b and pb with 1 � CLb.

6

Figure 6.10: “Test statistic distributions for ensembles of pseudo-data generated
for signal+background and background-only hypotheses.” [113].

The variable ps+b(µ) can be defined for s+b hypothesis for a given signal strength

modifier, as shown in Eq. 6.17. The value of ps+b(µ) denotes the probability of

obtaining a value of q̃µ which is equal or less likely to happen relative to the qobs

given the s+b hypothesis.

ps+b(µ) =
∫ ∞
q̃obsµ

f
(
q̃µ|µ, θobsµ

)
dq̃µ (6.17)

One can similarly define pb, however it is better to look at the definition of 1− pb

in Eq. 6.18 as this is used in the CLS definition in Eq. 6.19.

1− pb =
∫ ∞
qobs0

f
(
q̃µ|0, θobs0

)
dq̃µ (6.18)

CLS (µ) = ps+b(µ)
1− pb

(6.19)
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It can be said that this model is excluded with a (1− α) confidence level (C.L.)

if CLS < α for a given signal strength modifier, µ. In this thesis 95% Confidence

Level upper limits are set on four top quark production within the standard model

which corresponds to signal strengths which have CLS < 0.05 being excluded.

6.9.1.1 Asymptotic approximation to CLS method

Often the “Asymptotic CLS method” is used instead when there is a large enough

number of expected events. In this method, the use of an ensemble of toy MC

samples can be avoided and instead replaced by one representative dataset known

as the “Asimov dataset”. In this dataset the expected number of events in each

bin exactly matches the observed data. Using this method can significantly reduce

computing time [114].

6.9.2 Categorisation

Categorising events according to the numbers of jets and b-tags allows higher

purity categories to be formed in which the signal-to-background ratio is much

larger in some bins than it was prior to categorisation The signal sensitivity will be

increased in signal rich and background-depleted regions. The main tt background

can be constrained in the signal-depleted regions which effectively act as control

regions as the background-to-signal ratio is so large.
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7 | Search for standard

model tttt production in Run 1 at
√
s = 8 TeV

7.1 Introduction

In this chapter, the SM production of four top quarks (tttt) is sought. An analysis

of the full 2012 CMS data set of proton-proton collisions at
√
s = 8 TeV, which

corresponds to an integrated luminosity of 19.6 fb−1, of data is presented. SM

tttt production has a cross section of σSMtttt ≈ 1.3 fb at NLO in QCD with NNLO

corrections [99, 115].

In Section 7.2 the data and simulated samples of the signal and background are

described. Section 7.3 details the initial requirements imposed on the signal region

while Section 7.4 describes the corrections made the simulation. The effects of the

selection requirements are given in Section 7.5 and control distributions comparing

data with simulated events are given in Section 7.6. The multi-jet background

estimation is described in Section 7.7 and the multivariate techniques used to

increase the discrimination power between signal and background are contained

in Section 7.8. Discussion of the systematic uncertainties and extraction of the

limit on the tttt cross section are in Sections 7.9 and 7.10, respectively. The final

result can be found in Section 7.11 whilst validation of the analysis can be found in

Section 7.12. Finally, a candidate four-top-quark event is shown in Section 7.12 and

a summary and discussion of the ATLAS tttt cross section limit can be found in

Sections 7.14 and 7.15, respectively. Sections 7.7, 7.10.1 and 7.12 are the author’s

personal contribution to the analysis.



7. Search for standard model tttt production in Run 1 at
√
s = 8 TeV

7.2 Data and Simulation

This analysis uses data from proton-proton collision at the CMS experiment in

2012 at
√
s = 8 TeV. For the muon (electron) channel, the data were collected

using a trigger based on the presence of at least one muon (electron) candidate

with pT > 24 (27) GeV and correspond to an integrated luminosity of 19.6 fb−1.

The signal SM tttt Monte Carlo (MC) samples and the background MC samples are

given in Table 7.1, along with the MC generators used to produce these samples,

the perturbative accuracy in QCD at which they were produced and the number

of events produced. Simulated samples were produced for the scale and matching

systematic uncertainties. These can be found in Table 7.2. In this analysis the

scale uncertainty includes the ME scale and PS scale.

Dataset Events Generator Order
tttt 100K MadGraph LO
tt Semi leptonic 25M MadGraph LO
tt Hadronic 31M MadGraph LO
tt Dileptonic 12M MadGraph LO
W + 4 Jets → lν 13M MadGraph LO
t tW-channel 500K POWHEG NLO
t tW-channel 500K POWHEG NLO
t t-channel 3.8M POWHEG NLO
t s-channel 260K POWHEG NLO
t s-channel 139K POWHEG NLO
t t-channel 2M POWHEG NLO
DYJets → ll 6.7M MadGraph LO
tt Z 200K MadGraph LO
tt W 200K MadGraph LO
tt H→ HToBB 1M PYTHIA 6 LO
ZZ 10M PYTHIA 6 LO
WZ 10M PYTHIA 6 LO
WW 10M PYTHIA 6 LO

Table 7.1: Dataset name, total number of events, MC generator and order of the
simulated samples. PYTHIA 6 was used to hadronise all samples in this table.
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Dataset Events Generator Order
tt scale down 5M MadGraph LO
tt scale up 5M MadGraph LO
tt matching down 5M MadGraph LO
tt matching up 5M MadGraph LO

Table 7.2: Dataset name, total number of events, MC generator and order of the
simulated systematic samples. PYTHIA 6 was used to hadronise all samples in
this table.

7.3 Baseline Event Selection

To select tttt events and suppress background events, a set of criteria are applied

to the reconstructed objects in events which are triggered by the single muon or

single electron triggers. For the muon channel these are:

• Exactly one tight muon

• Exactly zero additional loose muons

• Exactly zero loose electrons

• At least 6 jets with pT > 30 GeV

• At least 2 CSVM tagged b-jets

• HT > 400 GeV

• Emiss
T > 30 GeV

For the electron channel these are:

• Exactly one tight electron

• Exactly zero additional loose electrons

• Exactly zero loose muons

• At least 6 jets with pT > 30 GeV

• At least 2 CSVM tagged b-jets

• HT > 400 GeV

• Emiss
T > 30 GeV
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7.4 Corrections to the simulation

All corrections described in section 6.3 are applied to the simulation samples. The

events for all background and signal samples which pass the baseline event selection

are given a weight which is the product of the weights for the pile up corrections,

a weight to correct the b-tag modelling from the method in 6.3.2.1 and a weight

for lepton modelling corrections. The heavy flavour jet modelling correction from

section 6.3.3 is applied to the tt background.

7.5 Effect of selection requirements

The event counts, after weighting, are given for the muon (electron) channel in

Table 7.3 (Table 7.4). It is quite evident that the main background is from tt

production, with smaller contributions coming from W+jets, Z+jets and single

top (ST) as well as very small contributions from the diboson (WW, WZ, ZZ),

ttH and ttV background (V = Z, W).

Data tttt ttH Wjets Zjets ST Diboson ttV tt
Trigger and PV 121 000 4.50 172 16 100 3920 3260 505 497 84 500
1 iso. µ 95723 3.50 142 13 700 2640 2750 405 398 70 000
Loose µ veto 93 400 3.20 139 13 700 1840 2740 381 376 69 500
Loose e veto 91 500 2.50 133 13 600 1810 2690 375 350 68 000
Njets ≥ 6 24 800 2.30 59.1 2430 351 592 66.6 166 21 200
NM

tags ≥ 2 9260 1.70 46.0 68.8 15.2 216 5.10 74.5 9140
HT ≥ 400 GeV 6340 1.60 37.7 49.3 10.4 157 4.00 62.4 6540
Emiss

T ≥ 30 GeV 5220 1.50 31.7 41.5 7.10 132 3.20 52.7 5420

Table 7.3: Number of observed events in data and expected events in simulation
after successive selection requirements in the µ + jets channel (L = 19.6 fb).

Data tttt ttH Wjets Zjets ST Diboson ttV tt
Trigger and PV 1 130 000 8.60 308 28 800 25 100 6490 1380 986 157 000

1 iso. e 104 000 3.20 118 9630 7180 2210 415 364 78 900
Loose e veto 101 000 3.00 116 9610 5350 2200 382 347 63 800
Loose mu veto 99 400 2.30 111 9610 5340 2170 415 321 62 600

Njets ≥ 6 26 500 2.10 55.2 1660 1110 491 59.8 152 19 800
NM

tags ≥ 2 8950 1.50 43.2 45.4 19.8 179 4.10 62.1 8360
HT ≥ 400 GeV 6280 1.50 35.6 33.2 13.9 134 2.80 52.2 6060
Emiss

T ≥ 30 GeV 5070 1.30 30.0 25.4 7.00 114 2.10 46.0 4970

Table 7.4: Number of observed events in data and expected events in simulation
after successive selection requirements in the e + jets channel (L = 19.6 fb).
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7.6 Control distributions between data and sim-

ulation

The distributions which show the agreement between data and simulation for Njets,

NM
tags, HT and Emiss

T after the baseline event selection and corrections are applied

are in Figs 7.1, 7.2, 7.3, 7.4. The background distributions are stacked and hence

the agreement between the data and the b-only hypothesis is shown. The signal

distribution is overlaid and multiplied by a factor of 100 for visibility. The scale

uncertainty is the largest uncertainty on the background and is shown as a hatched

error band. The signal has a different distribution in these variables from the

background processes, particularly in the Njets, NM
tags, HT distributions. This makes

them viable candidates to be used in the event-level BDT.
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Figure 7.1: Distribution of Njets after selection for µ + jets (left) and e + jets
(right).
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Figure 7.3: Distribution of HT after selection for µ + jets (left) and e + jets (right).
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Figure 7.4: Distribution of Emiss
T after selection for µ + jets (left) and e + jets

(right).

There is a small discrepancy between the data and simulation in which the simu-

lation overshoots data in the muon channel.
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7.7 Multi-jet background estimation

The presence of multi-jet events within the signal region defined by the baseline

selection has been investigated. It can be seen from the Emiss
T distributions in

Fig. 7.4 that the data agrees well with the simulation at low values. This sug-

gests that there are very few multi-jet events which pass the tight requirements

in the baseline selection. The data-driven ABCD method, which is described in

Section 7.7, is used to estimated the multi-jet background. The defined regions in

the uncorrelated variables of Emiss
T and RelIso are shown below. The upper bound

in RelIso is restricted by the minimum RelIso values required by the HLT in the

single muon and single electron data sets.

For the muon channel the bounds are:

• A : 30 < Emiss
T < 500, 0.1 < RelIso < 0.15

• B : 0 < Emiss
T < 30, 0.1 < RelIso < 0.15

• C : 0 < Emiss
T < 30, 0 < RelIso < 0.1

• D : 30 < Emiss
T < 500, 0 < RelIso < 0.1

and for the electron channel:

• A : 30 < Emiss
T < 500, 0.12 < RelIso < 0.2

• B : 0 < Emiss
T < 30, 0.12 < RelIso < 0.2

• C : 0 < Emiss
T < 30, 0 < RelIso < 0.12

• D : 30 < Emiss
T < 500, 0 < RelIso < 0.12

The results of the background subtraction from data and the defined ABCD regions

are shown in Fig. 7.5. The number of multi-jet events, Nmulti-jet, in each of the

control regions are used to predict the number of multi-jet events in region D using

Eq. 7.1, the results of which are shown in Table 7.5.
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Figure 7.5: Number of events after selection requirements and background sub-
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used in the ABCD method, as defined in the text.

NB
multi-jet

NA
multi-jet

=
NC

multi-jet

ND
multi-jet

(7.1)

Table 7.5: Multi-jet estimation

Channel NA
multi-jet NB

multi-jet NC
multi-jet Prediction for ND

multi-jet
µ + jets 19.1 16.1 -16.8 -20
e + jets 36.8 50.8 62.7 45.5

As the number of tt events in simulation has fluctuated to be greater than the data

in region C in the muon channel, the prediction for the signal region D is negative.

As this prediction is unphysical, the number of events is estimated to be zero in the

muon channel. In the electron channel, 45.5 multi-jet events are predicted which

is considered negligible at < 1% of the large tt background. Hence, the multi-jet

background is not considered further.

7.8 Discriminating between signal and background

As seen from Tables 7.3 and 7.4, the dominant background process after the base-

line selection is tt production, which is approximately three orders of magnitude

greater than tttt production in the signal region. In this section, details of the

hadronic top quark reconstruction (described in section 6.6) and the variables

that can be defined from the output of this MVA will be discussed as well as the

variables which are used in the event-level BDT.
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There are three categories of observables which are used to discriminate: the

number of top quarks which can be reconstructed in the event, the number of

b-jets found in each event, and event activity such as HT.

7.8.1 Hadronic top quark content

The anti-kt algorithm can only distinguish separate jets if they are separated by

∆R > 0.5, hence it may not always be possible to reconstruct all hadronic top

quarks. To ascertain whether it is feasible to use the hadronic top reconstruction,

described in Section 6.6, to aid in distinguishing tttt and tt given this criteria, the

number of reconstructible tops in tttt in tt events is investigated. Hadronic top

quarks are considered reconstructible at parton level if they decayed into partons

with ∆R > 0.5. Both tttt and tt events were analysed where there was one muon

with pT > 26 GeV and exactly 6 jets with pT > 30 and |η| < 2.5. The number of

reconstructible hadronic top quarks for tttt and tt are shown in Fig. 7.6.
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Figure 7.6: The number of reconstructible hadronic top quarks in semileptonic tt
and tttt in the single lepton channel.

For tttt production at parton level it is possible to reconstruct more than one

hadronic top quark ≈ 63 % of the time compared to a negligible number of times

in tt, as is evident in the Fig. 7.6. Hence, using the number of hadronic tops to

distinguish between tttt and tt is worth investigating.

Hadronic top quark BDT
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The hadronic top quark reconstruction BDT is trained on tt events. The variables

used in the BDT are shown in Fig. 6.9 where it can be seen that the tri-jet and

dijet invariant masses provide the most powerful separation. This visualisation can

help in finding discriminating variables but it should be considered that the shapes

of these distributions will change as the events progress through the BDT due to

correlations between variables. For instance the CSVj variable appears to not

have much separation power initially but the distribution may look quite different

in certain areas of phase space or after boosting weights have been applied, and

the inclusion of this variable improved the overall separation of the BDT output

discriminator.

The distribution of the discriminator values output from the BDT is shown in

Fig. 7.7, along with the distribution of the tri-jet vs BDT value. In the latter

distribution, the features in the background shape are caused by the large discrim-

inating power of the tri-jet and di-jet invariant mass. It can be seen in the tri-jet

vs BDT output value distribution that tri-jet candidates with an invariant mass

close to the top mass are associated with larger BDT output values and, in partic-

ular, there is a minimum in the BDT discriminator value at ≈ −0.5 which can be

understood as the division between the two peaks in the BDT discriminator plot.

Tri-jets with an invariant mass & 300 GeV tend to have BDT discriminator values

< −0.5. As signal tri-jets tend to have an invariant tri-jet mass close to the top

mass and invariant di-jet mass close to the W boson, these entries are clustered to

the right-hand side of Fig. 7.7, with values typically > 0.

BDTtri−jet2

The distributions of the BDTtri−jet2 variable, described in Section 6.6, are shown

in Fig. 7.8 for the muon and electron channel. It can be seen that the data and

simulation agree well. There is some difference between the shape of the signal

and background distributions which can be exploited by the event-level BDT.
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Figure 7.7: Output discriminator variable from top quark reconstruction BDT
(left) and tri-jet mass vs BDT score (right). The blue distribution denotes the
background consisting of random combinations of tri-jets. The red distribution is
the signal, which consists of tri-jets which originate from top quarks in simulation.

 discriminanttrijet2BDT
-1 -0.8 -0.6 -0.4 -0.2 0 0.2

E
ve

nt
s

1

10

210

310

410

510

610  + ll/ggtt
b/bc + ctt

EW
 othertt

Scale uncertainty
 100)× (tttSM t

Data

CMS  (8TeV)-119.6 fb

 30 GeV≥ 
T

miss 400 GeV, E≥ TH

 2≥ 
btags

 6, N≥ 
jets

, Nµ1 iso. 
 

 discriminanttrijet2BDT
-1 -0.8 -0.6 -0.4 -0.2 0 0.2

M
C

D
at

a 
- 

M
C

-1
0
1  discriminanttrijet2BDT

-1 -0.8 -0.6 -0.4 -0.2 0 0.2

E
ve

nt
s

1

10

210

310

410

510

610  + ll/ggtt
b/bc + ctt

EW
 othertt

Scale uncertainty
 100)× (tttSM t

Data

CMS  (8TeV)-119.6 fb

 30 GeV≥ 
T

miss 400 GeV, E≥ TH

 2≥ 
btags

 6, N≥ 
jets

1 iso. e, N
 

 discriminanttrijet2BDT
-1 -0.8 -0.6 -0.4 -0.2 0 0.2

M
C

D
at

a 
- 

M
C

-1
0
1

Figure 7.8: BDTtri−jet2 in data and simulation for µ + jets (left) and e + jets
(right).

Reduced Event Variables

The distributions for the HTX and SumJetMassX reduced variables, which are

derived from the reduced event where jets from the highest ranked hadronic top

quark candidate are removed, can be seen in Figs 9.13, 7.10. These variables have

excellent agreement between data and simulation and it is apparent, particularly in

the HTX distribution, that these variables will provide some discrimination power

in the event-level BDT.

7.8.2 Event activity and b-jet content variables chosen for

the event-level BDT

The variables chosen for use in the event-level BDT due to their discrimination

power include:
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Figure 7.9: HTX for µ + jets (left) and e + jets (right).
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Figure 7.10: SumJetMassX for µ + jets (left) and e + jets (right).

• Njets

• NM
tags

• HTb

• Centrality

• Hrat
T

• 5th jet pT

• 6th jet pT

• BDTtri−jet2

• SumJetMassX

• HTX

These variables are fully described in section 6.5. All of the variables in Fig-

ures 7.11- 7.15 show good agreement between data and simulation and the dis-

criminating power is quite apparent in the distributions of Centrality and Hrat
T in

Fig. 7.12 and Fig. 7.13, respectively. Figure 7.2 shows the distribution of NM
tags

which again shows good agreement between data and simulation and it can be
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seen that the tttt signal is more likely to produce events with a higher number of

NM
tags than the background due to having four b-quarks in the final state.
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Figure 7.11: HTb for µ + jets (left) and e + jets (right).
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Figure 7.12: Centrality for µ + jets (left) and e + jets (right).

#E
ve

nt
s

1

10

210

310

410

510

 = 8 TeVs at -1CMS Preliminary, 20 fb

 30 GeV≥ 
t
miss 400 GeV/c, E≥ tH

 2 b-tags≥ 6 Jets, ≥,  µ1 iso. 
 

HTRat
0 2 4 6 8 10 12 14 16 18 20

σ
D

at
a 

- 
M

C

-2

0

2

tt + ll (4541.0 entries)
tt + cc (144.5 entries)
tt + bb (417.6 entries)
EW (180.8 entries)
tt other (396.4 entries)
Scale Uncertainty
SM tttt (X 100)
Data (5215.0 entries)

#E
ve

nt
s

1

10

210

310

410

510

 = 8 TeVs at -1CMS Preliminary, 20 fb

 30 GeV≥ 
t
miss 400 GeV/c, E≥ tH

 2 b-tags≥ 6 Jets, ≥1 iso. e,  
 

HTRat
0 2 4 6 8 10 12 14 16 18 20

σ
D

at
a 

- 
M

C

-2

0

2

tt + ll (4516.1 entries)
tt + cc (128.4 entries)
tt + bb (431.6 entries)
EW (153.5 entries)
tt other (387.7 entries)
Scale Uncertainty
SM tttt (X 100)
Data (5416.0 entries)

Figure 7.13: Hrat
T for µ + jets (left) and e + jets (right).
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Figure 7.14: 5th jet pT for µ + jets (left) and e + jets (right).
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Figure 7.15: 6th jet pT for µ + jets (left) and e + jets (right).

7.8.3 Event-level BDT training and output

A sample of events which were not used to train the kinematic reconstruction of

top quarks are used to train the event-level BDT so that an orthogonal training

sample can be provided. The output distribution of the BDT discriminator can be

seen in Fig. 7.16. Again, there is good agreement between the data and simulation

and it can be seen that there is an improved separation between the background

distributions and the tttt distribution compared to the input variables to the BDT.
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Figure 7.16: BDT discriminator variable in data and simulation for µ + jets (right)
and e + jets (left).

7.9 Systematic uncertainties

All systematic uncertainties are described in section 6.8 and some further details

which are specific to this Run 1 analysis are given below.

• Luminosity

The CMS Luminosity Group gave a recommendation of 2.6% uncertainty on

the luminosity [116].

• Monte Carlo cross sections

The uncertainty on the tt cross section is +2.5%
−3.4% (renormalisation and factorisation scale)

and +2.5%
−2.6% (PDF) [96]. The cross section uncertainties for the other back-

ground processes are modelled by assigning a 4% uncertainty and a 10%

uncertainty is assigned to the signal process.

• Factorisation and renormalisation scales

The alternative tt samples with ME and PS scale (u) varied by 2u, 1/2u

were used as the alternative shapes.

• Matching threshold

The alternative tt samples with the matching threshold changed between

20 GeV and 40 GeV were used as the alternative shapes.

• JES

The JES uncertainty is derived by varying the JES by ±1σ.
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• JER

The JER uncertainty is derived by varying the smearing by ±1σ.

• b tagging

The b tagging uncertainty is quantified by varying the scale factor by ±1σ.

• Pile up

The PU systematic uncertainty is found by varying the MinBias cross section

by ±5%.

• σttbb / σttjj modelling

The uncertainty on the measurement of σttbb / σttjj by CMS [105] is

±0.4 (stat.) ± 0.5 (sys.). Alternative event weights are derived for σttbb /

σttjj which are used to provide the alternative systematic up and down tem-

plates.

The effects of the systematics are studied in Section 7.12.1.

Additional systematic uncertainties were studied which ultimately had a negligible

impact on the analysis so were not included in the final result. For completeness

they are discussed in Appendix C.

7.10 Template fit and upper limit

No excess was observed in the data. An upper limit was calculated on the

signal strength, σtttt / σSMtttt . Firstly, a binned maximum likelihood fit of the

BDT distributions is made, as described in Section 6.9. This is performed using

the Higgs Combine Tool [113] which is based on the statistical package RooSt-

ats [110, 114, 117, 118]. The background processes are grouped into the following

templates for the fit: ‘tt’ for semi-leptonic tt, ‘electroweak’ for W + jets and Z +

jets, and ‘tt _other’ for all other tt processes. Using the CLS method [119, 120]

with the asymptotic approximation, the best fit values of the nuisance parameters

can be obtained along with the corresponding limit on σtttt / σ
SM
tttt . The cross

section limit, σtttt , can be derived by multiplying σtttt / σ
SM
tttt by σSMtttt =1.30 fb.
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7.10.1 Splitting into Njets categories

To increase the sensitivity of the analysis, the BDT templates were split into three

Njets categories (Njets = 6, Njets = 7 & Njets ≥ 8) for each of the muon and electron

channels, as shown in Fig. 7.17. The higher Njets categories benefit from a better

ratio of signal to background events as tttt events are likely to have a larger number

of jets. As the opposite is true in the Njets = 6 category it helps to constrain the

main background of tt.
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Figure 7.17: The BDT discriminator distributions in exclusive jet bins of Njets = 6,
Njets = 7 and Njets ≥ 8, are shown for the µ + jets channel (left) and e + jets
channel (right).
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7.11 Results

A simultaneous fit of the three Njets categories is made for the muon channel, the

electron channel and a combination of the two. The limits extracted using the

CLS method are shown in Table 7.6.

Channel Exp. Obs.
µ + jets 35.6± 18 34
e + jets 36.1± 16 36
combined 24.6± 13 25

Channel Exp. (fb) Obs. (fb)
µ + jets 46.3± 23 44
e + jets 47.0± 20 47
combined 32.0± 17 32

Table 7.6: CLS limits on ( σtttt / σSMtttt ) (left) and σtttt (right).

In comparison, the corresponding limit for a simultaneous fit of the electron and

muon channels in an inclusive Njets category had an expected limit of 42+18
−13 fb [121].

Therefore, it can be seen that splitting into Njets categories provides a significant

improvement in the sensitivity of the analysis.

7.12 Cross checks on the analysis

7.12.1 Individual effects of systematics

To deduce the effect each shape systematic has on the results, the expected limits

were recalculated multiple times with one of the systematic effect removed. These

limits are denoted lim.1. In addition, another set of limits are calculated with only

one of the systematic uncertainties included. These limits are denoted lim.2. The

values of lim.1 and lim.2 for each systematic uncertainty are detailed in Table 7.7.

Figure 7.18 shows the post-fit values and errors for the lognormal and gaussian

uncertainties. The deviation of the fitted values in terms of both the error on the

fitted value and the prior uncertainty on the parameter from the nominal values

are shown for fits in the µ + jets channel, e + jets channel, and both channels

combined. It can be seen that the post-fit uncertainty on the scale and matching

systematics have decreased with respect to their input values and hence were

overestimated.
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Sys. exp. lim.1 exp. lim.2
None 32.0+17

−17 -
JER 33.15+13.84

−10.35 30.19+14.21
−9.66

JES 31.62+15.05
−9.16 23.31+12.25

−8.05
Matching 32.79+14.37

−10.21 32.79+14.37
−10.21

PU 32.42+13.91
−10.00 28.05+13.32

−8.93
Scale 32.46+14.56

−10.35 24.80+13.21
−6.73

bTag 33.40+14.27
−10.48 23.32+12.71

−8.35
leptonSF 33.36+14.24

−10.39 28.20+13.32
−8.96

misTag 33.24+14.14
−10.34 28.62+13.46

−9.13
ttbb 33.23+13.87

−10.17 27.97+13.26
−8.91

Table 7.7: Effects of systematic uncertainties.
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Figure 7.18: The fitted values and approximate errors for the lognormal (left) and
gaussian (right) nuisance parameters describing the shape systematics.

7.12.2 Signal Injection Test

In order to validate the limit-setting method, the following closure test was per-

formed. A range of signal strengths were injected into the real data to simulate

what the data collected by CMS look like with an enhanced tttt cross section and

the limit-setting procedure was repeated. Figure 7.19 shows the BDT discrimina-

tor distributions with injected signal strengths of 20fb, 40fb and 60fb. With the

increasing signal strength, there is an increase for pseudo-data in the bins with

higher BDT discriminator values as would be expected for signal events.

As can be seen in Fig. 7.20, the fitted value for the signal strength and observed

limit increase with increasing injected singal strength as expected. This shows that

the analysis is capable of detecting an enhanced signal if it were present. However,

there appears to be some bias in the analysis towards selecting background as

opposed to signal as can be seen from the gradient of the line, which is <1.
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Figure 7.19: The BDT discriminator distributions of data and the mixtures of data
and injected signal are compared for µ + jets channel (left) and e + jets channel
(right).

7.12.3 Comparisons with the Theta package and the fully-

frequentist approach using the Higgs Combine Tool

A cross-check was performed using an alternative framework, the Theta pack-

age [122], to set a limit using CLS with the asymptotic approximation. As another

cross-check, the fully frequentist CLS limit setting procedure is performed, using

Combine, in place of the asymptotic limit setting used for the final results. Due to

the extremely large CPU demands of the fully frequentist technique, the range of

values for the parameter of interest, σtttt
σSMtttt

, and the number of points investigated

is reduced. The results, shown in Table 7.8, show that the observed differences
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Figure 7.20: Fitted values and observed for various injected signal strength in units
of fb.

between the limit setting packages is below the precision of the individual expected

limits. Thus, and differences can be ignored.

are consistent with the results obtained using the asymptotic approximation in

Combine.

Setup Exp.σsignal
σtt̄tt̄SM

Obs.σsignal
σtt̄tt̄SM

Exp.(fb) Obs.(fb)
Combine (asymptotic.) 24.6 ± 13 24.7 32 ± 17 32
Theta (asymptotic) 27.4+12

−8 24.66 35.6+16
−10 32

Combine (ful. freq.) - 23.78 - 31

Table 7.8: Comparison of CLS limits on σtt̄tt̄ from Higgs Combine Tool (asymptotic
+ fully frequentist) and Theta packages.

7.12.4 Fitted nuisance parameters and uncertainties

In Table 7.9 the fitted values, ∆x, and the post-fit uncertainties, σout, in units of

the input uncertainty, σin, are given for the background only (b-only) hypothesis

and the signal + background (s+b) hypothesis. If the associated uncertainty

is well modelled, the value of ∆x
σin

should be close to zero and the value of σout
σin

should be close to one. The largest deviations in σout
σin

arise from the scale and

matching uncertainties, which is expected as these uncertainties were assigned ad

104



7.12. Cross checks on the analysis

hoc variations. Table 7.9 shows that the results do not vary significantly between

the b-only and s+b hypotheses which is consistent with no signal being present in

the data.

b-only fit s+ b fit
name ∆x/σin σout/σin ∆x/σin σout/σin
btag +0.16 1.15 +0.16 1.24
ew_norm -0.01 0.99 -0.00 0.99
JER +0.64 0.48 +0.63 0.49
JES +0.30 0.37 +0.29 0.37
lepton sf -0.02 1.19 -0.02 1.29
lumi -0.92 0.81 -0.93 0.82
matching -0.30 0.17 -0.30 0.17
mistag +0.22 1.04 +0.27 1.05
pu +0.27 0.82 +0.28 0.86
scale +0.12 0.25 +0.11 0.27
tt_norm -1.34 0.61 -1.35 0.62
ttbb +0.18 0.84 +0.20 0.87
ttother_norm -0.06 0.99 -0.06 0.99

Table 7.9: Fitted values and post-fit uncertainties in units of input uncertainties
(σin) for nuisance parameters in b-only and s+ b fits.

7.12.5 Alternative parameterisations

As the combined ME and PS scale systematic uncertainty may vary in shape across

the Njets categories, another cross-check on the analysis was to allow the scale

systematic to vary independently in each Njets category, as in [123, 124]. In this

approach, both channels have three nuisance parameters for the scale systematic

compared with one nuisance parameter used for all Njets categories. The results,

shown in Table 7.10, show no significant change in the limit compared with the

original approach. The associated nuisance parameters and their uncertainties are

show in Table 7.11.

Nscale params. Exp. (fb) Obs. (fb)
1 32 ± 17 32
3 31.8± 12 32.5

Table 7.10: CLS limits on σtt̄tt̄ for the nominal result (top row) and with scale
uncertainty fit independently in each Njets bin (bottom row).
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b-only fit s+ b fit
name ∆x/σin σout/σin ∆x/σin σout/σin
btag +0.04 1.35 -0.04 1.51
jer +0.43 0.53 +0.42 0.54
jes +0.30 0.37 +0.28 0.39
leptonsf -0.01 1.36 -0.02 1.56
lumi -0.92 0.81 -0.94 0.82
matching -0.27 0.19 -0.26 0.19
mistag +0.18 1.17 +0.27 1.13
pu +0.29 0.87 +0.28 0.95
scale6j +0.31 0.23 +0.31 0.23
scale7j +0.31 0.25 +0.31 0.25
scale8j -0.71 0.34 -0.70 0.36
tt_norm -1.33 0.61 -1.36 0.62
ttbb +0.40 0.71 +0.44 0.75

Table 7.11: Fitted values and post-fit uncertainties in units of input uncertainties
(σin) for all nuisance parameters in b-only and s+b fits, for threeNscale parameters.

A separate check was made where the normalisation uncertainty on the tt com-

ponent was allowed to vary independently in each Njets category. In each channel,

three nuisance parameters are associated to the normalisation uncertainty on the

tt for each Njets category compared to the one nuisance parameter across all Njets

categories in the original approach. The results, shown in Table 7.12, also show

no significant change to the original limit.

Exp. (fb) Obs. (fb)
nominal 32 ± 17 32
varying tt in Njets bins 36 ±17 41

Table 7.12: CLS limits on σtt̄tt̄ for the nominal result (top row) and with tt nor-
malisation uncertainty fit independently in each Njets bin (bottom row).

7.12.6 Using Njets ≥8jet category only

The greatest separation of signal and background occurs in the Njets ≥ 8 jet cat-

egory as tttt events typically have higher jet multiplicities than tt. In order to

ascertain whether the analysis could benefit from a higher jet multiplicity cut, the

limit setting procedure is repeated using only the Njets ≥ 8 jet category. The re-

sults are shown in Table 7.13, where it can be seen that the limit becomes weaker

by removing the Njets = 6 and Njets = 7 categories. This implies that including

the Njets = 6 category aids in constraining the tt in the fit. The Njets = 7 category

106



7.12. Cross checks on the analysis

also has some discrimination between signal and background and simultaneously

fitting the Njets = 6, Njets = 7 and Njets ≥ 8 categories provides a better limit.

Exp. (fb) Obs. (fb)
nominal result 32 ± 17 32
8 jet bin only 45± 17 47

Table 7.13: CLS limits on σtt̄tt̄ for nominal scenario and 8 jet bin only.

7.12.7 Investigation of binning in BDT distributions

In order to ascertain what the optimum binning should be within each BDT distri-

bution, a variety a values are shown in Fig. 7.21. Both the inclusive result before

splitting the templates into Njets categories and exclusive Njets categories results

are shown, where the significant improvement in the limit by the latter method

can be seen. The limit does not appear to improve significantly when increasing

the number of bins in the BDT distributions. In order to ensure that most bins

were well populated, the number of bins was chosen to be ten in the exclusive

analysis.
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Figure 7.21: Expected limit (fb) with various numbers of fixed width bins in both
the inclusive analysis and when split into Njets categories. The arrow indicates the
chosen binning.
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7.13 Candidate four-top-quark event

Although it is not possible to know which specific events are produced from the

decays of four top quarks, candidate events can be found which are more likely to

have come from tttt production. Figure 7.22 shows an event from data which has

11 jets, three of which are b-tagged. It has a relatively high event-level BDT score

and also a high score from the hadronic top quark BDT, where the Multitopness

variable on the figure equates to BDTtri−jet2. Both the hadronic transverse energy

from the reduced event, HTX, and from b-quarks, HTb, is large, as expected for

tttt events.

Figure 7.22: A candidate four-top-quark event from the Run 1 2012 CMS dataset.

7.14 Summary and conclusion

The full 2012 data set of proton-proton collisions at
√
s = 8 TeV with 19.6 fb−1 of

data was used to set limits on the production of tttt in the single muon and single
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electron final states in the absence of a signal. After a baseline selection the dom-

inant background is tt production. The simulation is corrected with scale factors.

Two BDTs are used in the analysis, one for reconstructing hadronically decaying

top quarks and one event-level BDT to separate the signal and background using

discriminators derived from the hadronic top quark reconstruction BDT. Analysis

of the systematic uncertainties showed the factorisation and renormalisation scale

on the tt background to be the largest uncertainty. A template fit was performed

on the event-level BDT discriminator output which was separated into Njets cate-

gories. A simultaneous fit of the templates for the single electron and single muon

histograms, each split into Njets categories, was performed and a CLS limit at 95%

C.L. on a cross section ratio of σtttt / σ
SM
tttt of 25 observed and 24.6± 13 expected

was found. This corresponds to 32 fb observed with 32.0± 17 fb expected.

7.15 Discussion of other searches for tttt produc-

tion studies at
√
s = 8 TeV

The ATLAS collaboration have also published limits on the tttt cross section in

the single lepton + jets channel at
√
s = 8 TeV [57] using 20.3 fb−1 of data.

This search takes a more simple approach by making an initial selection, splitting

events into categories and then making a fit to the HT distributions. The selection

is similar to the selection in this chapter: 1 isolated lepton (e or µ), ≥ 5 jets, ≥ 2

b-tagged jets, Emiss
T >20 GeV and (Emiss

T + MW
T ) > 60 GeV (where MW

T is the

transverse mass of the lepton). The electron and muon channels are considered as

one analysis. Events are categorised according to 5 or ≥ 6 jets and 2, 3 or ≥ 4

b-tagged jets. The categories of ≥ 6 jets and 3 or ≥ 4 b-tags are further split into

two categories each with either Mmin∆R
bb < 100 or Mmin∆R

bb > 100, where Mmin∆R
bb

represents the invariant mass of the two least separated b-tagged jets. A fit is

made to the HT distributions in these categories which results in a 95% CL upper

limit of 23 fb (32 fb) observed (expected). Therefore, this result is consistent with

the studies of four-top-quark production in the single lepton channel by CMS in
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this chapter. Where the CMS analysis has benefitted from fitting to the BDT

discriminator value distribution with respect to using a simpler variable such as

HT, the ATLAS analysis has gained sensitivity by further categorisation into b-

tagged jet categories.

There are also same-sign dilepton analyses performed by both CMS [125] and AT-

LAS [126] at
√
s = 8 TeV, which use 19.5 fb−1 and 20.3 fb−1 of data, respectively.

These analyses benefit from relatively small SM backgrounds compared to the

single lepton analyses, however they suffer more from uncertainties due to charge

misidentification. Both analyses select two same sign leptons, ≥ 2 jets, ≥ 2 b-

tagged jets and have requirements on HT and Emiss
T . They both use a number of

search regions categorised according to the number of jets, b-tagged jets, HT and

Emiss
T . ATLAS observe a 2.5σ excess on the tttt cross section, however this is not

significant and therefore an upper limit is set of 70 fb (27 fb) observed (expected).

In comparison, CMS set a limit of 45 fb (36+16
−9 fb) observed (expected). These

results are consistent with each other. The excess observed by ATLAS is likely to

be a statistical fluctuation.

It can be seen that the CMS single lepton + jets channel discussed in this chapter

is very competitive with the other results produced by both CMS and ATLAS.
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The 95% CL upper limit placed on the production of four top quarks at

√
s = 8 TeV

can be used to place constraints on new physics models which predict an enhance-

ment in the tttt production cross section. One particular model, which is described

further in Chapter 2, is a simplified model of NMSSM in which a new particle, the

sgluon, arises. The results of the search in the single lepton channel in Chapter 7

are used to place constraints on the mass and coupling of the sgluon alongside

another complementary CMS search for new physics in the same-sign dilepton

channel which also places a limit on SM four-quark-production using the same

dataset at
√
s = 8 TeV [125]. The author personally made contributions to rein-

terpreting that latter search and hence it will be primarily discussed in this thesis.

Full details of the combined analysis and particularly the reinterpretation of the

single lepton analysis can be found in [127].

The chapter is organised as follows: in Section 8.1 the simplified model which is

considered for study is discussed while in Section 8.2 the methodology of reinter-

preting the CMS same-sign dilepton search is discussed. The simulation of sgluon

events is discussed in Section 8.3 and the analysis of the simulation in the rein-

terpretation is discussed in Section 8.4. The results are given in Section 8.5 and

conclusions in Section 8.6.

8.1 A simplified model for describing top-philic

sgluons

In this section the simplified model of sgluon production and decay, which is a

minimal extension of the SM, is described. The SM is supplemented by the La-



8. Phenomenological study of Run 1 four-top-quark production cross section
limits

grangian in Eq. 8.1 by adding a single real colour-octet field for the sgluon, Sa. The

gauge interactions of a sgluon pair to gluons is represented by the QCD covariant

derivative, DµS
a = ∂µS

a + gsfbc
aGb

µS
c.

L = 1
2DµS

aDµSa −
1
2m

2
SS

aSa (8.1)

The strong coupling constant is represented by gs, fbca are the structure constants

of the SU(3) gauge group and Ga
µ denotes the gluon field. The effective Lagrangian

in Eq. 8.2 represents the sgluon coupling to the SM degrees of freedom, where the

first term represents the dimension-four coupling of the sgluon to a top-anti-top

pair and the second term represents the sgluon’s interaction with gluons.

Leff = t̄ Ta(aLt PL + aRt PR) t Sa + ag
Λ da

bcSaFµν,bF
µν,c + h.c. (8.2)

The dimensionless coupling of the sgluons to gluons is represented by ag, which

is suppressed by the theory cutoff scale Λ. The coupling of the sgluon to the top

quark is denoted by aLt and aRt for the left-handed and right-handed couplings.

In the fundamental representation, dabc is the symmetric structure constant and

PL (PR) is the left (right) parity projection operator. The generators of SU(3) are

Ta. Although sgluons can, in theory, couple via flavour-changing-neutral currents

to different quark flavours, we only consider the interactions with top quarks which

conserve flavour. This is motivated by R-symmetric supersymmetry with minimal

flavour violation where only interactions of sgluons with top quarks and gluons are

non-negligible.

In this model sgluons are top-philic, ie. they are only allowed to decay to tt or to

two gluons. This is consistent with the class II scenarios in Ref. [51], which gives

the following benchmark values for the couplings and theory cut-off scale:

aLt = aRt = at = 1.5× 10−3 , ag = 1.5× 10−3, and Λ = 1 TeV
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The at coupling is varied in the range [0.5, 5]× 10−3 and ag is varied in the range

[1.35, 1.65] × 10−3. The mass of sgluons studied is in the range [350, 900] GeV.

These values are consistent with ultraviolet-complete theories of supersymmetry

which have coloured superpartners with mass in the range [1, 2] TeV.
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Figure 8.1: The top panel shows the ms dependence of the production of sgluon
pairs from proton-proton collision at NLO with variations to the renormalisaton
and factorisation scale by a factor of 1/2 and 2. The bottom panel shows the
ms dependence of the branching fraction of the sgluon to a top-anti-top pair,
Br(S → tt), for different values of the coupling at and a fixed value of ag [127].

This simplified model is consistent with an enhancement in the production of tttt

final states in proton-proton collisions, depending on the mass and couplings of

the sgluon.

In Fig. 8.1 the upper panel shows the dependence of the sgluon pair produc-

tion cross section on the mass of the sgluon itself calculated at NLO accuracy in

QCD [91, 128]. If sgluons were to have higher masses they would be less likely to

be produced as it requires the quarks or gluons from the proton to have a high
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momentum fraction from the proton. The lower panel in Fig. 8.1 shows the sgluon

mass dependence of the branching fraction of a sgluon to a tt pair for a range of

at coupling values. It can be seen that Br(S → tt) increases from zero at twice

the top quark mass.

8.2 Reinterpretation of same-sign dilepton chan-

nel

The analysis by CMS of the same-sign dilepton channel at
√
s = 8 TeV [125] utilises

the entire 2012 dataset of proton-proton collision corresponding to an integrated

luminosity of 19.6 fb−1. The analysis is a collection of counting experiments that

contain at least two same sign charged leptons and a number of jets. There are

28 signal regions defined in Ref. [125] (see Appendix B.1) which are categorised

according to Njets, Nbtags, HT, Emiss
T and require the leptons to satisfy pT > 20 GeV

and|η| < 2.4. Parameterisations are provided in this CMS paper which give the

efficiency for reconstructing an object in simulation given generator-level informa-

tion. These include:

• The reconstruction of jets with respect to generator-level jet pT (εjet)

• The b-tagging of b-quark jets by the CSV algorithm with respect to generator-

level jet pT (εb)

• The reconstruction of HT with respect to generator-level HT (εHT )

• The reconstruction of muons and electrons with respect to generator-level

lepton pT (εµ, εe)

• The reconstruction of Emiss
T with respect to generator-level Emiss

T (εEmiss
T

)

as shown in Fig. 8.2.

Signal region 28 (SR28) was chosen to be reinterpreted in the context of the sgluon

model as it closely corresponds to the tttt signature and it can be fully emulated
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Figure 8.2: Selection efficiencies for the reconstruction of jets and for b-tagging
b-quark jets (top-left), for reconstructing HT (top-right), for reconstructing muons
and electrons (bottom-left) and for reconstructing Emiss

T (bottom-right). Adapted
from [125]. The small bump in the top-left panel is discussed in Appendix B.2.

using the parameterisations of selection efficiency given in the paper. The require-

ments of SR28 are Njets ≥ 4, Nbtags ≥ 2, HT > 400 GeV, Emiss
T > 120 GeV and

two same-sign leptons with pT > 20 GeV and |η| < 2.4. Events which contain any

additional leptons which form an opposite-sign-same-flavour (OSSF) pair with one

of the signal leptons are vetoed if the invariant mass of the OSSF (M``) satisfies

either M`` < 12 GeV or 76 < M`` < 106 GeV. This is to replicate the veto in the

CMS search for events which may contain a low mass bound state or a Z boson. It

is not possible to combine the results from multiple signal regions without knowl-

edge of the correlation of the uncertainties on the background.

The efficiency for obtaining at least 2 b-tagged jets, ε≥2b-tags, can be calculated

using Eq. 8.3, where Pi denotes the probability for reconstructing a b-jet, in this

case. Pi is the product of the probability to reconstruct a jeti and to tag it as

b-jet, εjet × εb which can be determined from the parameterisations of the curves
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in Fig. 8.2 (top-left). A uniform efficiency for light quarks to be tagged as b-jet of

1% is included to replicate the same-sign dilepton study.

w(≥ 2 b tags) = 1− w(0)− w(1) (8.3)

w(0) =
∏
i

(1− Pi) (8.4)

w(1) =
∑
i

Pi∏
j

(1− Pj)
 ; j 6= i (8.5)

The efficiency for obtaining one same-sign dilepton pair in an event, ε≥1SS2L, can be

obtained by using Eq. 8.6 where the weight for obtaining ≥ 2 same-sign positive or

negative leptons, w(≥ 2 l+) or w(≥ 2 l−), can be calculated using 8.3 along with

the probabilities from the parameterisation of the muon and electron efficiency

curves, (εµ & εe), in Fig. 8.2 (bottom-left).

ε≥1SS2L = 1−
[
1− w(≥ 2 l+)

] [
1− w(≥ 2 l−)

]
(8.6)

From the derived efficiencies for obtaining a specific HT and Emiss
T per event as well

as ≥ 2 b tags and ≥ 1 SS dilepton pair, an overall event weight can be calculated

using equation 8.7. These parameterisations were designed to be multiplicative.

wevent = εHT × εEmiss
T
× ε≥2b-tags × ε≥1SS2L (8.7)

8.3 Simulation of sgluon events

The Madgraph5_aMC@NLO [98] software package was used to simulate sgluon

pair production with exclusive decays to top quarks at
√
s = 8 TeV. PYTHIA6 [95]

was used to perform the hadronisation. The jet clustering was performed using the
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anti-kt clustering algorithm in the FastJet package with a distance parameter of

R = 0.5 and pT > 5 GeV, which is consistent with the same-sign analysis.

A sample of standard model four top quark events was also simulated using Mad-

graph5_aMC@NLO and PYTHIA6. A signal efficiency for these events pass-

ing the SR28 selection was 0.6% which can be compared to the 0.49% signal ac-

ceptance listed in the same-sign analysis paper. These two numbers agree within

the 30% uncertainty quoted for the analysis.

Sgluon events were simulated for a number of sgluon mass points, mS, between

350 ≥ mS ≥ 1000 GeV and in the range of coupling to the top quark, αt, of

0.5× 10−3 ≥ αt ≥ 5× 10−3.

8.4 Analysis

The MadAnalysis framework [129] is used to perform the analysis, including

event selection and the application of the efficiency model using Eq. 8.7. As the

efficiency functions are provided in Ref. [125] which map GEN-level quantities,

such as HT and Emiss
T , to RECO-level, it is not necessary to perform a detector

simulation. Using Eq. 8.7 one can obtain the fraction of events which pass the

selection and hence the signal efficiency for each sgluon (mS, αt) point. The number

of sgluon events, nSevents, which would be found in the same-sign analysis is obtained

using Eq. 8.8, where ε (mS, αt) is the signal efficiency, σ (mS, αt) is the cross section

and KNLO (mS, αt) is a factor for the ratio of the NLO to LO cross section for

that mass and coupling point. The luminosity, L, is taken from the analysis

to be 19.6 fb−1. Rather than running the analysis in MadAnalysis for every

coupling point, αt, a nominal coupling can be provided and the program will

produce weights, Fαt (mS, αt), for each alternative coupling, where Fαt (mS, αt) =

1 for the nominal case. This is possible as the cross section will scale with α4
t and

it reduces computing time.

nSevents (mS, αt) = ε (mS, αt)×σ (mS, αt)×KNLO (mS, αt)×L×Fαt (mS, αt) (8.8)
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This gives the number of sgluon events for each mass and coupling point in the

chosen range, which then needs to be compared to the CMS analysis. CMS ob-

tained 2 (2.2) events observed (expected) in SR28. This is converted to an 95%

C.L. upper limit of 4.68 (4.89) events observed (expected) by using the asymptotic

CLS method implemented in the RooStat package. An uncertainty of 30% on

the signal yield was assumed, which is consistent with the CMS analysis result.

Hence regions of the (mS, αt) plane where nSevents is expected to be larger than 4.68

events can be excluded.

8.5 Results

Figure 8.3 shows the exclusion boundary for the dilepton analysis, where the num-

ber of events exceeds the CMS 95% C.L. limit in the exclusion zone. The CMS

single lepton analysis from Refs. [125, 127] is also included in the figure. The single

lepton analysis uses a simplified Matrix Element Method to quantify how SM-like

the sgluon event kinematics are for each mass and coupling point. The solid lines

show the exclusion boundary for a fixed value of ag/Λ = 1.5 × 10−6 GeV−1 and

the dashed lines show the change in the limit due to a variation of ag by ±10%.

In the mass region from 400 GeV to 500 GeV sgluon models couplings down to

6× 10−4, where the cross section of σ(pp→ SS → tttt) is maximal, are excluded.

The sensitivity worsens at low mass values due to the decreasing branching ra-

tio, B (S → tt), and at higher mass values due to the decreasing cross section

σ(pp→ SS). The dilepton analysis is more constraining as it does not depend on

event kinematics. It constrains up to mS = 750 GeV at at = 2 × 10−3 compared

to around mS = 650 GeV for the single lepton channel.
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Figure 8.3: Solid lines show the exclusion boundary for a sgluon mass, mS, and
coupling to the top quark, αt, at ag/Λ = 1.5× 10−6 GeV−1 and dashed lines show
the results with a ±10% variation in ag [127].

8.6 Conclusion

A simplified model approach has been used to describe the dynamics of top-philic

sgluons where the parameter space of (mS, at, ag/Λ) has been explored. Two anal-

yses, which set limits on the four-top-quark cross section, are used to place con-

straints on the phase space regions where sgluons may exist. The dilepton analysis

is more powerful at excluding mS up to 700 GeV for the benchmark scenario of

at = 1.5 × 10−3, which is a typical value in the NMSSM for superpartners that

have masses around 1-2 TeV. For at < 0.75 × 10−3 the sgluon mass range of

400 < mS < 580 GeV is excluded. Varying ag by 10% from its benchmark value

of ag/Λ = 1.5× 10−6 GeV−1 does not have a significant impact on the result.
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9 | Search for standard

model tttt production in Run 2 at
√
s = 13 TeV

9.1 Introduction

In this chapter, an analysis of the 2015 CMS data set with 2.6 fb−1 of data is pre-

sented where the SM production of four top quarks (tttt) is sought in pp collisions

at
√
s = 13 TeV. The SM production of tttt has a cross section at

√
s = 13 TeV of

σSMtttt ≈ 9.2 fb at NLO with NNLO corrections [98, 99]. The focus of this chapter

is on the single lepton channel where only the µ + jets and e + jets final states

are considered. The combination of this analysis with an opposite-sign dilepton

analysis and a same-sign dilepton analysis is discussed in Section 9.11.

All sections apart from the training of the hadronic top quark reconstruction in

Section 9.7.1 are the author’s personal contribution to the analysis.

9.2 Data and Simulation

This analysis uses data from proton-proton collisions at the CMS experiment in

2015 at
√
s = 13 TeV. Data were collected using a trigger based on the presence

of at least one muon (electron) candidate with pT > 18 (23) GeV for the muon

(electron) channel. These data sets have an integrated luminosity of 2.6 fb−1.

The signal SM tttt MC samples and the background MC samples are given in

Table 9.1, along with the MC generator used to produce these samples, the order

at which they were produced and the number of events produced. MC samples

were produced for some systematic uncertainties, which can be found in Table 9.2.

In this analysis the ME scale and PS scale are treated as separate uncertainties.
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Dataset Events Generator Order
tttt 960K MadGraph aMC@NLO NLO
tt 97M POWHEG NLO
W+Jets→ lν 47M MadGraph_MLM LO
Tbar_tW-channel 1M POWHEG NLO
T_tW-channel 1M POWHEG NLO
DYJetsToLL 9M MadGraph_MLM LO
TTZ 400K MadGraph aMC@NLO NLO
TTW 250K MadGraph aMC@NLO FxFx NLO
TTH_HToBB 4M POWHEG NLO

Table 9.1: Dataset name, total number of events, MC generator and order of the
simulated samples. PYTHIA 8 was used to hadronise all samples in this table.

Dataset Events Generator Order
TTJets_scaledown 10M POWHEG NLO
TTJets_scaleup 10M POWHEG NLO
TTJets 5M MadGraph_MLM LO
TTJets 5M MadGraph aMC@NLO FxFx NLO

Table 9.2: Dataset name, total number of events, MC generator and order of the
simulated systematic samples. PYTHIA 8 was used to hadronise all samples in
this table.

Comparisons of the alternative tt samples used for the tt generator systematics

can be found in Appendix D.1. Studies of the ttW, ttZ and ttH backgrounds can

be found in Appendix D.2, where merging these backgrounds into the main tt

sample is motivated (indicated on the figures as tt +X).

9.3 Baseline Event Selection

The set of criteria applied to the reconstructed objects in events to preferentially

select tttt events and suppress background events is detailed below. The exact

definition of these objects is given in Chapter 4.

For the muon channel these are:

• Exactly one tight muon

• Exactly zero additional loose muons

• Exactly zero loose electrons
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• At least 6 jets with pT > 30 GeV

• At least 2 CSVM tagged b-jets

For the electron channel these are:

• Exactly one tight electron

• Exactly zero additional loose electrons

• Exactly zero loose muons

• At least 6 jets with pT > 30 GeV

• At least 2 CSVM tagged b-jets

9.4 Corrections to the simulation

All corrections are described in Section 6.3. The PU corrections are applied,

producing a good agreement in the distribution of the number of vertices as seen

in Fig. 9.1. Muon scale factors [77] and electron scale factors [130] are applied. By

comparing the efficiencies in data with the efficiencies in simulation, a value was

obtained of 1.0001 ± 0.0001 for the electron trigger scale factor which was taken

to be 1 in the analysis.
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Figure 9.1: The number of primary vertices for data and simulation after applica-
tion of PU corrections for µ + jets.
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The method in Section 6.3.2.2 was used to derive the b tagging scale factors on

a per-event basis. Figures 9.2 and 9.3 show the effect of applying the b-tagging

scale factor to correct the CSV discriminator distributions. It can be seen that

the agreement between data and simulation has been improved.
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Figure 9.2: The third-highest (left) and fourth-highest (right) ranked CSV jet
distributions for data and simulation in the µ + jets channel before b-tagging
corrections.
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Figure 9.3: The third-highest (left) and fourth-highest (right) ranked CSV jet
distributions for data and simulation in the µ + jets channel after b-tagging cor-
rections.

The jet multiplicity modelling from Section 6.3.6, which corrects the MC to cor-

respond to the best tune of αS in simulation, was applied. It can be seen from

Figs. 9.5 and 9.4 that the jet multiplicity modelling is greatly improved by applying

this correction.

The scale factors applied for the heavy flavour modelling are described in Sec-

tion 6.3.3. The distributions for the NM
tags are shown with and without the heavy
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Figure 9.4: The Njets distributions for data and simulation in the µ + jets channel
(left) and e + jets channel (left) without jet multiplicity modelling scale factors
applied.
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Figure 9.5: The Njets distributions for data and simulation in the µ + jets chan-
nel (left) and e + jets channel (left) with jet multiplicity modelling scale factors
applied.
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Figure 9.6: NM
tags are shown for the muon channel with heavy flavour reweighting

(right) and without(right).
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flavour modelling scale factors applied. It is not obvious that there is a significant

improvement in the NM
tags distribution after the scale factors have been applied.

However, the heavy flavour fraction is allowed to float as a shape nuisance param-

eter in the template fit.

9.5 Effect of selection requirements

The event counts, which are weighted by each correction factor in simulation,

are given after each selection requirement for µ + jets (e + jets) in Table 9.3

(Table 9.4). Small discrepancies between the initial simulated events in each table

are due to different lepton scale factors being applied in each case. After the

baseline selection has been applied the tt component represents ≈ 97% of the

number of events combined across all background samples. The ttbb and ttll/ttcc

components of the main tt sample are also given in the tables. The processes ttZ

and ttW have been merged into ttV for the tables. 1

Data tttt Single top DY W ttH ttV tt ttbb ttll&ttcc

initial 85 500 000 24.8 90 700 16 000 000 165 000 000 751 1310 2 130 000 104 000 2 030 000

Trigger 55 400 000 6.66 14 600 3 880 000 27 300 000 113 371 327 000 15 000 312 000

Exactly 1 mu 21 100 000 4.57 11 200 1 570 000 18 300 000 82.7 248 244 000 11 200 233 000

lepton Veto 20 200 000 3.16 9720 890 000 18 300 000 72.0 162 212 000 9860 202 000

≥ 1 Jets 4 620 000 3.16 9440 266 000 3 060 000 72 161 210 000 9840 200 000

≥ 6 Jets 13 600 2.84 171 195 1530 24.8 29.9 11 600 1320 10 300

≥ 2 CSVM bs 5130 2.14 62.7 10.4 63.8 20.0 12.6 5170 657 4510

Table 9.3: Number of observed events in data and expected events in simulation
after successive selection requirements in the µ + jets channel (L = 2.6 fb).

Data tttt Single top DY W ttH ttV tt ttbb ttll&ttcc

initial 125 000 000 24.9 90 700 16 100 000 165 000 000 752 1310 2 130 000 104 000 2 030 000

Trigger 110 000 000 5.72 12 000 3 200 000 20 000 000 93.6 327 266 000 12 300 254 000

Exactly 1 e 13 300 000 3.45 8050 1 410 000 10 100 000 59.1 196 170 000 7810 163 000

lepton Veto 12 500 000 2.24 6810 692 000 10 100 000 50.4 118 145 000 6750 138 000

≥ 1 Jets 3 800 000 2.24 6620 374 000 1 930 000 111 56.3 144 000 6740 137 000

≥ 6 Jets 9930 2.01 129 214 1070 17.5 22.6 8090 923 7160

≥ 2 CSVM bs 3580 1.51 48.8 12.5 42.9 14.2 9.40 3590 462 3130

Table 9.4: Number of observed events in data and expected events in simulation
after successive selection requirements in the e + jets channel (L = 2.6 fb).

1These studies were performed when method 1 from Section 6.3.2.1 was used for b-tagging
before the analysis was updated to using method 2 from Section 6.3.2.2.
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9.6. Control distributions

9.6 Control distributions

Distributions are shown for HTb, Hrat
T , pT trijet1, NL

tags, NT
tags, MH

RE, HTX and lepton

isolation. Good agreement is seen between data and simulation in all distribu-

tions with almost all data points within the ME scale uncertainty, the dominant

systematic uncertainty, represented by the hatched band.
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Figure 9.7: The HTb distributions for data and simulation in the µ + jets channel
(left) and e + jets channel (right).

 0
.0

3
⁄

E
v
e
n
ts

 

1−10

1

10

210

310

410

510

610

710

810

 (13 TeV)12.6 fb

CMS

Rat
TH

0 0.1 0.2 0.3 0.4 0.5 0.6

(D
a
ta

M
C

)/
M

C

0.4−
0.2−

0
0.2
0.4

µSingle Lepton: 
Data

+Xtt
EW
tW

 (X 20)tttt
ME Scale Uncertainty

 0
.0

3
⁄

E
v
e
n
ts

 

1−10

1

10

210

310

410

510

610

710

810

 (13 TeV)12.6 fb

CMS

Rat
TH

0 0.1 0.2 0.3 0.4 0.5 0.6

(D
a
ta

M
C

)/
M

C

0.4−

0.2−

0
0.2
0.4

Single Lepton: e
Data

+Xtt
EW
tW

 (X 20)tttt
ME Scale Uncertainty

Figure 9.8: The Hrat
T distributions for data and simulation in the µ + jets channel

(left) and e + jets channel (right).
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Figure 9.9: The pT trijet1 distributions for data and simulation in the µ + jets
channel (left) and e + jets channel (right).
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Figure 9.10: The NL
tags distributions for data and simulation in the µ + jets channel

(left) and e + jets channel (right).
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Figure 9.11: The NT
tags distributions for data and simulation in the µ + jets channel

(left) and e + jets channel (right).
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Figure 9.12: The MH
RE distributions for data and simulation in the µ + jets channel

(left) and e + jets channel (right).
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Figure 9.13: The HTX distributions for data and simulation in the µ + jets channel
(left) and e + jets channel (right).
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Figure 9.14: The lepton isolation distributions for data and simulation in the µ +
jets channel (left) and e + jets channel (left) where the selection requirements on
lepton isolation are evident.
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9.7 Discriminating between signal and background

It can be seen in Section 9.5 that the tt background is three orders of magnitude

larger than the tttt signal in the signal region. The variables used to discriminate

between tt and tttt are described below.

9.7.1 Hadronic top quark content

The hadronic top quark reconstruction is fully described in Section 6.6.

As the anti-kt algorithm cannot resolve jets which have ∆R =
√
η2 + φ2 < 0.4, a

hadronically decaying top quark can only be deemed reconstructible if the minimal

∆R between all three jets is > 0.4. This happens > 98% of the time in tt and tttt

simulation when studying the decay products of the top quarks.

The BDT training was performed on 273,000 tt events. The input variables to the

hadronic top quark reconstruction BDT are shown in Fig. 9.15. The separation

power for each of these variables and for the output BDT discriminator distribution

in Fig. 9.16 is eviden.
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Figure 9.15: Normalised distributions of the six variables used the MVA hadronic
Top kinematic reconstruction are shown for good (hatched-red histograms) and
bad (solid-blue histograms) tri-jets.
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Figure 9.16: The discriminator distributions for the BDT classifier for good (solid
blue) and bad (hatched-red) tri-jets in training and validation samples.

The effect of the tri-jet invariant mass variable in the BDT is shown in Fig. 9.17

where it can be clearly seen that this variable contributes to the strong splitting

of the BDT output distribution at a value of ≈ −0.2.
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Figure 9.17: The discriminator distributions for the BDT classifier versus tri-jet
invariant mass and the projection on the vertical axis. The vertical dashed line
indicates the approximate cut value on tri-jet invariant mass at the BDT root
node.

Figure 9.18 (left) shows the distribution of good and bad tri-jet combinations in the

phase space of tri-jet and di-jet invariant mass. It can be seen from Fig. 9.18 (right)

that high BDT discriminator values are found in the region where the good tri-jet

combinations are clustered at the top mass.
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Figure 9.18: (Left) Di-jet versus tri-jet invariant mass distribution for good (blue)
and bad (red) tri-jet combination (Right) The average BDT response as a function
of Di-jet versus tri-jet invariant mass input variables.

BDTtri−jet2

The BDT score of the second highest ranked tri-jet combination, BDTtri−jet2 , as

discussed in Section 6.6, is shown in Fig. 9.19. There is good agreement between

the data and simulation and sufficient discrimination power to be used in the

event-level BDT.
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Figure 9.19: The BDTtrijet2 distributions for data and simulation event in the µ
+ jets channel (left) and e + jets channel (right).

Reduced Event Variables

The reduced variables formed from the reduced event, where the jets from the

highest-ranked hadronic top quark have been removed from the collection of jets,
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are shown in Figs. 9.20 and 9.21. Again, good agreement is observed between the

data and simulation and both variables were found to have good discrimination

power in the event-level BDT.
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Figure 9.20: The HTX distributions for data and simulation event in the µ + jets
channel (left) and e + jets channel (right).
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Figure 9.21: The MH
RE distributions for data and simulation event in the µ + jets

channel (left) and e + jets channel (right).

9.7.2 Event activity and b-jet content variables chosen for

the event-level BDT

The following variables were chosen for their discrimination power within the event-

level BDT. The details are described in Section 6.1. It should be noted that

the third-highest CSV and fourth-highest CSV values can be used in the
√
s =

13 TeV analysis as the CSV distributions have been corrected by the modelling in

Section 6.3.2.2.
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• Hb
T

• HRat
T

• Njets

• lepton pT, pl1
T

• NW
j

• third-highest CSV

• fourth-highest CSV

9.7.3 Event-level BDT

A tt sample and a tttt sample are provided to the TMVA package to train and

test the performance of the event-level BDT using the AdaBoost boosting algo-

rithm [131]. The MadGraph aMC@NLO tttt sample was used with all neg-

ative weights set to one in the training. The gradient boosting algorithm [132]

can be used with negative weights, hence it was used to verify that the inclusion

of negative weights had negligible impact on the final limit compared to setting

all weights to unity (See Appendix D.3). Ultimately the AdaBoost algorithm pro-

duced a stronger expected limit on the tttt cross section than the gradient boosting

algorithm with the negative weights set to one. Therefore, it was the algorithm of

choice for this analysis. The jet modelling scale factor weight from Section 6.3.6

is supplied to the BDT as it is important to correct the mismodelling of the most

powerful variable input into the BDT.

The separation of the input variables, before any boost weights are applied, is

shown in Fig. 9.22 and the ranking of the variables in terms of variable importance

are shown for the muon channel in Table 9.5. The variables Njets, third-highest

CSV and HRat
T are the highest ranked variables and their discriminating power is

evident in their initial separation as seen in Fig. 9.22. The lowest ranked vari-

able is pl1
T, which is also seen in Fig. 9.22 to have poor separation power initially.

However it still enhances the discrimination power of the BDT to include the pl1
T

variable and it is preferable to have at least one leptonic variable in the list of

input variables rather than all hadronic variables.
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Figure 9.22: Normalised distributions of the input variables in the muon channel
taken from TMVA.

Rank Variable Importance
1 Njets 1.340e-01
2 third-highest CSV 1.180e-01
3 HRat

T 1.133e-01
4 BDTtrijet2 1.091e-01
5 NW

j 1.082e-01
6 MH

RE 1.026e-01
7 HTX 9.867e-02
8 Hb

T 8.650e-02
9 fourth-highest CSV 7.630e-02
10 pl1

T 5.334e-02

Table 9.5: Ranking of variables in order of discrimination power within the BDT.
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The output discriminator value for the event level BDT is split into Njets categories

of 6, 7, 8 and ≥9 jets . Further to the Run 1 analysis in Chapter 7, the distributions

are also split into NM
tags categories of 2, 3 and ≥4 b-tags which further categorises

the distributions into regions which are more sensitive to the signal and regions

which are better for constraining the background. The output BDT distributions

are shown for the Njets = 6 and NM
tags = 2 category in Fig. 9.23, which has a

large ratio of background to signal. Comparatively in the Njets = 6 and NM
tags = 3

category and Njets = 6 and NM
tags ≥ 4 category, in Figs. 9.24 and 9.25 respectively,

it can be seen that the background contribution is two orders of magnitude smaller

and there is better separation between signal and background. The other BDT

categories can be found in Appendix D.4. The lower Njets and NM
tags categories are

still included as they can be used to help to constrain the tt background. These

categories act like control regions due to the very large background to signal ratio.
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Figure 9.23: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (left) are shown for
the 6 Njets and 2NM

tags category.

9.7.3.1 Stability of the event-level BDT

The BDT was seen to be very stable with respect to changes in the number of trees

used and to the minimum number of events required at a node for further splitting

to occur. The impact on the final expected limit was negligible when changing

these BDT hyperparameters. Training was also performed in jet categories of 6-

7 jets and ≥8 jets separately to study whether a separate training in the ≥ 8

jets category would improve the power of the BDT to separate tt and tttt events
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Figure 9.24: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (left) are shown for
the ≥ 9 Njets and 3 NM

tags category.
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Figure 9.25: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (right) are shown
for the ≥ 9 Njets and ≥ 4 NM

tags category.

in a signal-rich region. However, the expected limit derived from this alternative

training was not enhanced with respect to the inclusive training in all jet categories.

The most significant improvement in the expected limit comes from optimising

the Njets and NM
tags categories. Further categorisation into higher Njets and NM

tags

categories improves the expected limit. However, these categories become very

statistically limited with 2.6 fb−1 of data.

9.7.3.2 Correlation matrices for BDT input variables

Figure 9.26 shows the correlation matrices for the input BDT variables for the

background tt (left) and signal tttt (right). It can be seen that the most highly

correlated variables are NW
j and MH

RE. This correlation arises from the fact that

the NW
j variable is weighted with respect to the pT of the jets in the event and more

additional higher-pT jets will lead to a larger value of MH
RE. BDTs are effective at
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handling correlated variables and this was one reason for the choice of using this

multivariate algorithm.
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Figure 9.26: The correlation matrices for background (left) and signal (right).

Correlation matrices were used when choosing which variables to include in the

final set used to train the BDT for this analysis. Variables which were highly

correlated variables in both signal and background were removed as they are largely

superfluous.

9.7.3.3 Overtraining tests

Figure 9.27 shows the BDT distribution from training and testing (left) and the

associated ROC2 curve for this training. The training sample is shown as a filled

histogram and the testing sample is shown as overlaid data points for the signal

tttt (blue) and background tt (red). It can be seen that there is good agreement

between the training and testing samples with Kolmogorov-Smirnov values of 0.159

for background and 0.998 for signal. This suggests that the BDT has not been

overtrained.

2Receiver Operating Characteristic curve: Illustrates the performance of a binary classifier as
its discrimination threshold is varied.
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Figure 9.27: The over-training test for the BDT (left) and the rejection of back-
ground tt (red) vs signal tttt (blue) (right).

9.8 Systematic uncertainties

All systematic uncertainties are described in Section 6.8 and some further details

about them are given below. The systematic shape templates can be found in

Appendix D.5.

• Luminosity

The CMS Luminosity Group gave a recommendation of 2.7% uncertainty on

the luminosity [133] which is applied to all simulated backgrounds.

• Monte Carlo cross sections

The uncertainty on the main background of tt is +2.5%
−3.4% renormalisation and

factorisation scale and +6.2%
−6.4% (PDF) [96]. The cross section uncertainties for

the other background processes are modelled by assigning a 4% uncertainty

and a 10% uncertainty is assigned to the signal process.

• Lepton SF

The lepton SF is applied to all backgrounds. The uncertainty on these SFs

is 1.3% in muon channel and 3.6% in electron channel

• Matrix Element Factorisation and renormalisation scales

Weights are available in the tt and tttt samples which correspond to the

factorisation and renormalisation scale (µf , µs) being individually varied

through 1/2u, u and 2u, where u represents the central value. This gives
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nine weights. However, the extreme unphysical values of (1/2u, 1/2u) and

(2u, 2u) are not included. Applying these weights individually gives six

alternative event-level BDT histograms to the central histogram, which uses

(u,u).

• Parton Shower Factorisation and Renormalisation Scales

The effect of the parton showering (PS) scale in the PYTHIA 8 generator

is evaluated by using alternative tt samples with the PS scale (uPS) varied

by 2uPS, 1/2uPS. This shift in the PS scale is equivalent to modifying

the value of αS, hence the alternative parton shower histogram shapes have

been inflated by a factor of 1.5 relative to the nominal template to take into

account the uncertainty on the jet multiplicity modelling.

• tt generator

The POWHEG generator was used to produce the nominal tt sample for this

analysis. The dependence of the generator can be estimated by running the

analysis with the MadGraph_MLM and MadGraph aMC@NLO FxFx

tt samples. A symmetric envelope is formed around the nominal template

by symmetrising the difference in event counts in each bin between the alter-

native and nominal samples. The MadGraph_MLM sample was found to

produce the most conservative uncertainty for this effect and so it was used

to produce the symmetric up and down histograms.

• JES

The JES uncertainty is derived by varying the JES by ±1σ for the tt and

tttt samples.

• JER

The JER uncertainty is derived by varying the smearing by ±1σ for the tt

and tttt samples.

• b tagging

As detailed in Section 9.4, the difference between b-tagging efficiency in
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data and simulation is accounted for by the application of scale factors to

simulated events via an event weighting procedure. This event weighting

procedure was developed for Ref. [134], details of which are documented

here [104]. Given the significant uncertainty on these scale factors and that

the CSV distributions are input variables to the BDT algorithm, a significant

systematic effect is expected. Light flavour contamination, ‘lf’, and linear

statistical and quadratic statistical fluctuations, ‘hfstats1’ and ‘hfstats2’, are

applied to heavy flavour jets. Heavy flavour contamination, ‘hf’, and linear

statistical and quadratic statistical fluctuations, ‘lfstats1’ and ‘lfstats2’, are

applied to light flavour jets. Linear and quadratic uncertainties, ‘cferr1’ and

‘cferr2’, are applied to charm flavour jets. A b-tagging JES systematic is

applied to light and heavy flavour jets when the standard jet energy scale

systematics are applied and hence it is incorporated into the alternative JES

systematic shapes. The b-tagging systematic is studied for the tt and tttt

samples.

• Pile up

The PU systematic uncertainty is found by varying the MinBias cross section

by ±5% and is applied to the tt and tttt samples.

• σttbb / σttjj modelling The uncertainty on the measurement of σttbb /

σttjj by CMS [105] is ±0.3 (stat.) ± 0.6 (sys.). Alternative event weights are

derived for σttbb / σttjj which are used to provide the alternative systematic

up and down histograms.

9.9 Template fit and upper limit

As no excess of events over the background expectation consistent with SM tttt

production was observed, upper limits on σSMtttt are calculated. The limit setting

proceeds by simultaneously fitting the BDT output distributions of signal and

backgrounds to the BDT distribution of data in both the µ + jets and e + jets
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channels in all 12 Njets and NM
tags categories. The Higgs Combine Tool is used

to perform the fit, assigning lognormal uncertainties to normalisation systematic

uncertainties and the vertical morphing technique described in Section 6.9 for the

shape systematic uncertainties. The fit produces a fitted shape and normalisation

and best-fit values for all nuisance parameters and the parameter of interest. To

avoid prohibitively large computing times, the approximate asymptotic approach

is used to calculate the CLS limits, which can be found in Table 9.6 in units of

σSM .

Channel Expected limit Uncertainty Observed limit
µ 20.6 +12.9− 7.2 20.8
e 26.4 +16.6− 9.3 33.5
Combined 16.0 +9.8− 5.5 16.8

Table 9.6: Extracted expected limits for Njets and NM
tags categorized templates in

multiples of σSM .

The combined expected limit is 147.2+90
−51 fb and the observed limit is 154.6 fb for

the single lepton + jets channel.

9.9.0.4 Nuisance parameters

Figure 9.28 shows the variation of the post-fit nuisance parameters, θ, with respect

to their pre-fit values. As all of the parameters have not shifted outside of the

pre-fit uncertainty, the number of uncertainties and their modelling is deduced

to be appropriate for modelling the data. It can be seen that both the tt ME

scale uncertainty and the PS scale, denoted ttMEScale and scaleH respectively on

the figure, have much smaller post-fit uncertainties with respect to their pre-fit

uncertainties which suggests that they were larger than necessary.
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Figure 9.28: Post-fit nuisance parameters for data.

9.10 Alternative limit setting using HT distri-

butions for template fitting

The limit setting procedure was repeated using the HT distributions to perform

the template fit. This is to compare a simple discriminating variable between tt

and tttt to the output BDT discriminator variable to estimate the gain of using a

BDT.

Channel Categorized Uncertainty
µ 26.4 +16.2− 9.2
e 30.6 +18.8− 10.7
Combined 19.6 +11.7− 6.7

Table 9.7: Extracted expected limits for Njets and NM
tags categorized templates of

HT in multiples of σSM .

The results in Table 9.7 correspond to a combined expected limit of 180.3+108
−62 fb

using HT to make the template fit compared to an expected limit of 147.2+90
−51 fb

when using the event level BDT to make the template fit. Hence, using the BDT

the expected limit is improved by ≈ 20%.
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Further studies of the expected limit with each systematic removed can be found

in Appendix D.5.1. The correlation matrix for the fit nuisance parameters can be

found in Appendix D.6.

9.11 Combination with OS dilepton channel and

SS dilepton channel

The sensitivity of the search for standard model four top quark production can

be improved by combining with other search channels. An opposite-sign (OS)

search was developed in parallel with the single lepton channel study described

in this chapter [109]. The analysis selects events which contain any combination

of µ+µ−, µ±e∓, e+e−. It uses the same hadronic top quark reconstruction as in

Section 9.7.1 to identify the BDT value for highest-ranked top quark candidate,

BDTtrijet1. This variable is fed into the event-level BDT along with other variables

based on the event-topology, event activity and b-jet content. A simultaneous fit

was performed using the BDT histogram templates described above for the single

lepton channel and the BDT histogram templates (which are split only in Njets

categories due to statistical limitations) from the dilepton channel. All systematic

uncertainties apart from the lepton scale factors were treated as correlated. The

results of this fit can be found in Table 9.8 in the row labelled Combined (single

lepton and OS dilepton). It is clear that the OS dilepton channel alone is not as

sensitive as the single lepton channel, which is due in part to it having a smaller

branching ratio. However, its combination with the single lepton channel improves

the overall sensitivity.

The analysis was then further combined with a search for new physics in events

with same-sign (SS) dileptons which places limits on the SM production of four

top quarks [135]. This search benefits from very low numbers of events from

background processes which gives rise to its good signal sensitivity. The luminosity,

JES and PU systematic uncertainties were treated as correlated between the SS
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dilepton channel and the other two channels. The uncertainty in response of the

CMS trigger system to events containing dileptons is also treated as correlated

between the two dilepton analyses, whilst all other systematic uncertainties were

treated as fully uncorrelated between the SS dilepton analysis and the other two

search channels. The combination of all channels is listed in Table 9.8. It can be

seen that this gives a significant improvement in the expected limit compared to

any individual channel.
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Table 9.8: Expected and observed 95% CL upper limits on the SM tttt production
as a multiple of σSMtttt and in fb. The values quoted on the expected limits are
the 1 standard deviation uncertainties and include all statistical and systematic
uncertainties.

Channel Expected Limit Observed Limit Expected limit Observed Limit
(x σSMtttt ) (x σSMtttt ) (fb) (fb)

Single lepton 16.0 + 9.8
− 5.5 16.8 147 + 90

− 51 155

Dilepton 24.0 + 16.3
− 8.9 14.1 221 + 150

− 82 130
(opposite sign)
Combined (single lep 12.6 + 7.9

− 4.4 9.9 116 + 73
− 41 91

-ton and OS dilepton)
Dilepton 11.0 + 6.2

− 3.8 12.9 101 + 57
− 35 119

(same sign)
Combined 7.5 + 4.1

− 2.5 7.2 69 + 37
− 23 66

(all channels)

9.12 Summary and conclusion

The SM production of four top quarks at
√
s = 13 TeV has been studied with

2.6 fb−1 of data from the 2015 CMS dataset. In the absence of an excess, limits

were placed on the SM cross section, which is 9.2 fb. The single lepton channel

was primarily studied in the µ + jets and e + jets final states. Baseline selection

requirements were implemented to suppress backgrounds and select the signal tttt

process. Good agreement was observed between the simulation and data in many

variables after corrections were applied to the events. BDTs were employed to re-

construct hadronically decaying top quarks and then to increase the separation of

the signal and background processes using several discriminating variables includ-

ing those formed from the hadronic top quark BDT. Many tests were performed

to check the performance of the BDTs, that it wasn’t overtrained and was stable

with respect to changing the hyperparameters. Categorisation of the histograms

used in the template fit was optimised to enhance the sensitivity of the analysis

and hence reduce the expected limit. The limit set on the SM production of four

top quarks is 16.0+9.8
−5.5 × σSMtttt expected and 16.8× σSMtttt observed which equates to

147.2+90
−51 fb expected and 154.6 fb observed.
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9.13. Discussion of other searches for tttt production studies at
√
s = 13 TeV

9.13 Discussion of other searches for tttt produc-

tion studies at
√
s = 13 TeV

There are a number of searches for the production of four top quarks at
√
s =

13 TeV in the single lepton, opposite-sign dilepton and same-sign dilepton channels,

at both the CMS and ATLAS experiments. A summary of the results is given in

Table 9.9 including three CMS analyses in three different channels using the 2015

CMS dataset and a combination of those results as discussed in Section 9.11. The

table also includes two different ATLAS searches, ATLAS-CONF-2016-013 and

ATLAS-CONF-2016-020, which place limits on four-top-quark production in the

single lepton channel using the 2015 ATLAS dataset of 3.2 fb−1. ATLAS-CONF-

2016-104 is a progression from ATLAS-CONF-2016-013 that uses the 2015 and

2016 ATLAS datasets using a total of 13.2 fb−1. Finally there is a same-sign

dilepton search by ATLAS which uses the 2015 ATLAS dataset with 3.2 fb−1.

Of all the analyses the same-sign dilepton searches are the most sensitive. ATLAS-

CONF-2016-020 is more sensitive than ATLAS-CONF-2016-013 as it categorises

into more jet and b-tag categories. There is a significant reduction in the limit

between ATLAS-CONF-2016-013 and ATLAS-CONF-2016-140 of ≈ 40% by using

four times more data. The results, between searches in the same channels in CMS

and ATLAS are compatible with each other within the systematic errors. Overall

the CMS combination has the strongest limit on four-top-quark production so far

of 66 fb (69+37
−23 fb) observed (expected).
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9. Search for standard model tttt production in Run 2 at
√
s = 13 TeV

Analysis Channel L (fb−1) Expected Observed
limit (fb) limit (fb)

CMS (This analysis) Single lepton 2.6 147+90
−51 155

CMS OS dilepton 2.6 221+150
−82 130

CMS [135] SS dilepton 2.6 101+57
−35 119

CMS combination Above combined 2.6 69+37
−23 66

ATLAS-CONF-2016-013 [136] Single lepton 3.2 180 370
ATLAS-CONF-2016-020 [137] Single lepton 3.2 143 190
ATLAS-CONF-2016-032 [138] SS dilepton 3.2 107 95
ATLAS-CONF-2016-104 [139] Single lepton 13.2 110 130

Table 9.9: Limits of four-top-quark production by a variety of searches in CMS
and ATLAS at

√
s = 13 TeV.

148



10 | Conclusion
In this thesis, searches for the production of four top quarks at

√
s = 8 TeV and

√
s = 13 TeV at the CMS experiment at CERN were presented. In addition to

this, a phenomenological interpretation of the results at
√
s = 8 TeV in the context

of a simplified model with sgluon particles was presented.

10.1 Summary of results

In Run 1 and Run 2, the main background after the baseline selection requirement

was tt production where the extra jets required to meet the selection requirements

tend to come from ISR and FSR. Smaller contributions to the background came

from single top production, W and Z boson production, and even less so from ttH,

ttW, ttZ.

One BDT was used to identify hadronically decaying top quarks and a second

BDT was used to separate signal and background using variables which described

the event activity, b-jet content and variables derived from the hadronic top BDT.

At
√
s = 8 TeV, the BDT templates were split into Njets categories only and a

simultaneous fit was made in the electron and muon channels. This resulted in a

95% CL on σtttt / σ
SM
tttt of 25 (24.6±13) observed (expected) which corresponds to

a cross section of 32 fb (32.0 ± 17 fb) observed (expected). This result was both

competitive and consistent with the other limits on tttt production in Run 1 from

both CMS and ATLAS.

At
√
s = 13 TeV, the analysis saw improvements from using larger samples of

simulated events and better modelling of tttt by using a NLO sample rather than

LO. Improvements were also made to the modelling of b-tagging by using scale

factors which correct the CSV discriminator distributions. The variables input

into the event-level BDT were reoptimised and the BDT was shown to be very

stable to variations in its hyperparameters. Further to the categorisation of the



10. Conclusion

BDT templates in Njets categories in the Run 1 analysis, the templates were also

categorised by NM
tags categories. This was motivated by the increase in sensitivity

observed by other searches for tttt production. A simultaneous fit was performed

in the electron and muon channels in all Njets and NM
tags categories which resulted

in a 95% CL limit of 16.8 (16.0+9.8
−5.5)×σSMtttt observed (expected) in the single lepton

channel. This result was further combined with an OS-dilepton and a SS-dilepton

search for four top quark production in CMS, which resulted in an expected limit

of 7.2 (7.5+4.1
−2.5)×σSMtttt observed (expected) which equates to a cross section of 66 fb

(69+37
−23 fb) observed (expected) - the world’s tightest limit on tttt production at

present.
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Figure 10.1: Top quark production cross section summary plot showing measure-
ment using square points and 95% upper limits by a hatched band. Theory pre-
dictions are shown where the grey band represents the uncertainty on the predic-
tion [140].

Figure 10.2 shows the CMS top quark cross section measurements as of September

2016. This figure highlights how much larger the main background of tt production

is compared to tttt production. Evidence has been seen for some of the rarer top

physics processes, ttbb, ttγ, ttW, ttZ and ttH, shown in Fig. 10.2. It can be seen

that the production of tttt is at least an order of magnitude smaller than the other

rare top physics processes being studied. The limit at
√
s = 8 TeV is from the
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10.2. Future prospects

analysis in this thesis and the limit shown for
√
s = 13 TeV on the figure comes

from the preliminary result [109] which was released before changing the b-tagging

scale factors for the final result presented in Chapter 9.

10.2 Future prospects

Figure 10.2 shows the expected 95% upper limit on σtttt / σ
SM
tttt against integrated

luminosity, where the integrated luminosity has been artificially enhanced within

the Higgs Combine Tool. The dashed black line indicates the Run 2 result from

Chapter 9. It can be seen that, in the absence of a signal, without any further

enhancements or optimisations to the analysis workflow, the expected limit should

decrease down the level of the SM expectation simply by increasing the amount of

data up to 30-100 fb−1.
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Figure 10.2: Extrapolated limits on four-top-quark production using the single
lepton and opposite-sign dilepton analyses (denoted TOP and in green) and us-
ing the single lepton, opposite-sign dilepton and the same-sign dilepton analyses
(denoted SUS and in blue). The red line indicate the SM production rate. See
Table 9.9 for details of these analyses using 2.6 fb−1.
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10. Conclusion

This suggests that it may be possible to produce a limit consistent with 1× σSMtttt

using the dataset which has been collected by CMS in 2016 which has 41.1 fb−1

of data as shown in Figure 3.2.

It may be possible to optimise the analysis further by including the Njets = 5 cat-

egory, as in Ref. [137], to further constrain tt. Many four-top-quark searches have

also categorised in HT and Emiss
T [125, 137]. So far the hadronic top quark BDT

has been trained on top quarks from tt events, but it may be beneficial to also train

on hadronic tops from tttt events. It may be possible to find more discriminating

variables for use in the event-level BDT. Lastly, the systematic uncertainties used

in Chapter 9 were potentially larger than necessary to sufficiently model the simu-

lation. There were several shape systematic uncertainties which could potentially

be substituted into normalisation uncertainties.

In summary, the analyses in this thesis have produced the most stringent limit on

four-top-quark production to date. This result constrains which BSM scenarios are

possible, for instance by reducing the allowable phase-space of the sgluon particle,

in mass and coupling to the top quark, as seen in Chapter 8. It is possible that,

with the enhancements to the analysis mentioned and the much larger dataset

collected by CMS in 2016, direct evidence of the production of four top quarks is

within our reach.
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Appendix A | Cross check on

Multi-jet background estimation
Figure 3 shows that there is no significant correlation between Emiss

T and Reliso in

tt events.
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Figure A.1: Emiss
T versus RelIso in tt events.
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Appendix B | Cross checks on

Run 1 tttt analysis at
√
s = 8 TeV

This study was undertaken before the decision was made to split the BDT templates

by the Njets categories.

In the 2012 CMS differential cross-section tt analysis [141] the pT spectrum of

top quarks tends towards higher values in the MadGraph simulation than it is

in data. Scale factors were derived by CMS to compensate for this effect. The

analysis was performed with and without the application of the top pT scale factors

and the observed effect was negligible, as seen in Fig. A.1, and hence these scale

factors were not applied for the final result and no systematic uncertainty was

included.

The uncertainty on the parton distribution functions (PDFs) are a potential source

of systematic uncertainty. The method used by CMS to model this effect is given

in [142]. The BDT distributions which correspond to the maximal downward and

upward fluctuation due to the uncertainty on the PDFs have a small effect on the

shape of the BDT, as seen in Fig. A.1, and are not considered further.

The uncertainty due to the choice of PYTHIA tune used in the hadronisation of

tt events is considered. The nominal tune used is the Z2∗ tune which is compared

to the alternative P11 tune [143, 144]. Again, there is a very small effect on the

shape of the BDT, as seen in Fig. A.1, so this uncertainty is not included in the

final fit.



B. Cross checks on Run 1 tttt analysis at
√
s = 8 TeV
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Figure B.1: The BDT discriminator distributions of tt simulation with and without
the top quark pT reweighting (top left), PYTHIA tunes (top right) and PDF
uncertainty (bottom).

B.1 Cross-checks on the BDT

Rankings of the input variables in terms of importance in the BDT are provided

in tables A.1 and A.2, respectively.
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B.1. Cross-checks on the BDT

Rank Variable Variable Importance
1 Jet6Pt 1.109e-01
2 HTX 1.092e-01
3 MultiTopness 1.074e-01
4 HTRat 1.058e-01
5 HTb 1.003e-01
6 Jet5Pt 9.848e-02
7 HTH 9.838e-02
8 nJets 9.664e-02
9 SumJetMassX 9.266e-02
10 nTags 7.732e-02

Table B.1: The rankings of the input variables in terms of importance in the BDT
for the µ + jets channel are provided.

Rank Variable Variable Importance
1 MultiTopness 1.201e-01
2 HTRat 1.186e-01
3 HTX 1.175e-01
4 HTb 1.148e-01
5 HTH 1.142e-01
6 Jet5Pt 9.730e-02
7 SumJetMassX 9.671e-02
8 Jet6Pt 8.913e-02
9 nJets 7.319e-02
10 nTags 5.850e-02

Table B.2: The rankings of the input variables in terms of importance in the BDT
for the e + jets channel are provided.
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B. Cross checks on Run 1 tttt analysis at
√
s = 8 TeV
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Appendix C | Further detail on

the phenomenological study in

Chapter 8

C.1 Signal regions

Figure B.1 shows the signal regions defined in Ref. [125]. These search regions are

defined for high-pT (lepton pT >20 GeV) analyses and low-pT analyses lepton pT

>10 GeV), the former of which is used in this thesis for SR28.

Figure C.1: Definition of the signal regions for the high-pT analysis [125].

Different combinations of these signal regions are used to provide “broad cover-

age of strongly produced SUSY particles, including signatures with low hadronic

activity as well as signatures involving third-generation squarks” [125].



C. Further detail on the phenomenological study in Chapter 8

C.2 Parameterisation of the b-tagging of b-quark

jets

There is a small bump in the efficiency curve, shown in Fig 8.2 (top-left). This

is due to the parameterisation of the curve fitted from data. A polynomial of the

form Ax3 + Bx2 + Cx + D is used for pT < 120 GeV and a linear fit Ex + F is

used above that pT threshold. The matching of these two function is the cause of

the small bump in the curve and can also be seen in Ref. [125].

Figure C.2: b-tagging efficiency parameters.

The efficiency functions for all efficiencies shown in Fig 8.2 can be found in

Ref. [125].
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Appendix D | Cross checks on

Run 2 tttt analysis at
√
s = 13 TeV

D.1 Scale factors

The distributions of the lepton SF, b-tagging CSV SF, PU SF and jet multiplicity

modelling scale factor are given for the
√
s = 13 TeV analysis in Chapter 9.

Figure D.1: Lepton SF (left) and PU SF (right).

Figure D.2: b-tag CSV SF (left) and jet modelling (αS) SF (right).



D. Cross checks on Run 2 tttt analysis at
√
s = 13 TeV
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Appendix E | Cross checks on

Run 2 tttt analysis at
√
s = 13 TeV

E.1 Comparison of alternative tt generators

Figure D.1 shows that the uncertainty from the MadGraph aMC@NLO gener-

ator is contained within the uncertainty from the MadGraph_MLM generator,

therefore it is conservative to use the MadGraph_MLM generator as the sys-

tematic shape for differences in the BDT distribution due to generator choice.

Figure E.1: Inclusive BDT distribution for tt generators POWHEG +PYTHIA,
MadGraph_MLM and MadGraph aMC@NLO FxFx.

E.2 TTZ, TTW, TTH MC backgrounds

The contributions from tt + B, where B = W, Z or H, were added to the predicted

tt yields to give a prediction for the net tt + B background. The event-level

BDT discriminant shapes for these contributions closely follow those of the tt



E. Cross checks on Run 2 tttt analysis at
√
s = 13 TeV

contribution and are very different from those predicted for the tttt signal as

a function of both the number of jets and the number of b-tagged jets. The

differences are small and they over covered by the tt scale uncertainties. Therefore,

no additional systematic uncertainties were considered necessary to cover these

backgrounds.

Figure E.2: BDT discriminator shapes for all categories, as indicated along the
x axis. The ratio plot shows the difference between each distribution and the
nominal tt distribution divided by the tt distribution.

E.3 Comparison of the Gradient Boost and Ad-

aBoost boosting algorithms within the BDT

For this study, the following three BDTs were trained:

1. GradNeg - Gradient boosting taking into account negative weighting infor-

mation in training and testing

2. GradBoost - Gradient boosting ignoring negative weighting information in

training and testing
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E.3. Comparison of the Gradient Boost and AdaBoost boosting algorithms
within the BDT

3. AdaBoost - AdaBoost boosting ignoring negative weighting information in

training and testing

Each BDT was trained with the same set of input features and using the same

sample of events to train and test the BDTs. The expected limits and uncertainties

are shown for each strategy in Table D.1 for the µ + jets and e + jets final states.

Note that this study was performed at an earlier stage in the analysis so the results

to do not correspond exactly to the final expected limit given in Section 9.9. The

BDT output discriminator distribution was only split into Njets categories of of 6,

7, 8, 9+ jets at this stage rather than Njets and NM
tags categories.

Table E.1: Expected limits using jet categories of 6, 7, 8, 9+ jets for different BDT
boosting algorithms.

Algorithm µ + jets uncertainty e + jets uncertainty
GradNeg 18.1 +8.0, -5.3 27.6 +12.9, -8.3
GradBoost 18.7 +8.3, -5.5 28.8 +12.9, -8.3
AdaBoost 10.7 +6.4, -4.0 21.6 +10.9, -7.0

It can be seen from Table D.1 that the difference between including negative

weight information in the GradNeg strategy and not including it in the GradBoost

strategy have a negligible effect on the expected limit within the uncertainties.

Using negative weights may slightly optimise the modelling for training but not

significantly hence the AdaBoost strategy can be used without negative weights

as it has a significant benefit in lowering the expected limit.
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E. Cross checks on Run 2 tttt analysis at
√
s = 13 TeV

E.4 Event-level BDT templates
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Figure E.3: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (left) are shown for
the 6 Njets and 3NM

tags category.
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Figure E.4: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (right) are shown
for the 6 Njets and ≥ 4 NM

tags category.
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Figure E.5: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (left) are shown for
the 7 Njets and 2 NM

tags category.
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E.4. Event-level BDT templates
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Figure E.6: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (left) are shown for
the 7 Njets and 3 NM

tags category.
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Figure E.7: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (right) are shown
for the 7 Njets and ≥ 4 NM

tags category.
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Figure E.8: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (left) are shown for
the 8 Njets and 2 NM

tags category.
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√
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Figure E.9: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (left) are shown for
the 8 Njets category and 3 NM

tags category.
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Figure E.10: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (right) are shown
for the 8 Njets and ≥ 4 NM

tags category.
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Figure E.11: The BDT output distributions for the Event-level BDT for data and
simulation in the µ + jets channel (left) and e + jets channel (left) are shown for
the ≥ 9 Njets and 2 NM

tags category.
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E.5 Systematic shape studies

In this section the alternative BDT distribution shapes are examined for a few of

the shape systematic described in Section 9.8. The largest systematic uncertainties

are the JES, ME scale systematics and the tt generator choice. The JER and

PU up/down (red/cyan) shapes deviate very little from the nominal distributions

(blue). In tt there are several distributions including JER and PU systematics show

relatively flat behaviour with respect to the nominal distribution and in future

analyses could be considered for incorporation into a normalisation systematic

uncertainty.
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Figure E.12: The BDT shapes for JER systematic in tt for the µ + jets channel
(left) and e + jets channel (right).
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Figure E.13: The BDT shapes for JES systematic in tt for the µ + jets channel
(left) and e + jets channel (right).

E.5.1 Studies of impact of systematic uncertainties

The impact of each systematic uncertainty on the expected limit is shown in Ta-

ble D.2 by removing each systematic from the fit and recalculating the expected
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Figure E.14: The BDT shapes for JES systematic in tttt for the µ + jets channel
(left) and e + jets channel (right).
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Figure E.15: The BDT shapes for ME scale systematic in tt for the µ + jets
channel (left) and e + jets channel (right).
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Figure E.16: The BDT shapes for ME scale systematic in tttt for the µ + jets
channel (left) and e + jets channel (right).

limit. The systematic uncertainties which have the largest impact are the tt ME

scale, tt PS scale and the JES scale, which is applied to both tt and tttt. The tt

ME scale has a large impact on the modelling of the signal process whereas the tt

PS scale has a big effect on the modelling of the additional jets produced in high

jet multiplicity tt events which pass the baseline event selection.
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Figure E.17: The BDT shapes for PU systematic in tt for the µ + jets channel
(left) and e + jets channel (right).
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Figure E.18: The BDT shapes for ttGenerator choice systematic in tt for the µ +
jets channel (left) and e + jets channel (right).
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Table E.2: Expected limits on tttt production which each systematic removed in
turn

Systematic uncertainty removed Expected limit (×σSMtttt )
None 16.0000
tt ME scale 16.0625
tttt ME scale 14.4375
JER 15.9375
JES 15.3125
PS scale 15.0625
PU 16.0625
Generator uncertainty 15.9531
tt heavy flav 15.5625
Luminosity 16.0625
Lepton SF Mu 16.0625
Lepton SF El 15.9062
tt norm 16.0000
tttt norm 15.9062
EW norm 16.0000
Single top norm 16.0000
btagWeightCSVCFErr1 16.0625
btagWeightCSVCFErr2 16.0625
btagWeightCSVHF 15.5625
btagWeightCSVHFStats1 15.9375
btagWeightCSVHFStats2 15.9531
btagWeightCSVLF 15.9375
btagWeightCSVLFStats1 16.0625
btagWeightCSVLFStats2 15.9062
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E.6 Correlation matrices for fit nuisance param-

eters

The correlation matrix for the fit nuisance parameters in the background only

scenario can be see in Fig. D.19. There is some correlation between the various

b-tagging scale factors and also a correlation between the heavy flavour σttbb /

σttjj modelling and the tt ME scale, where the σttbb / σttjj is expected to be

related to the choice of ME scale.
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Figure E.19: The correlation matrices for background only for the fit parameters.
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