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Abstract
This thesis describes searches for new massive resonances that decay in an electron-positron or photon
pair in the final state. Different datasets, coming from proton-proton collisions at a center-of-mass energy√
s = 13 TeV at the Large Hadron Collider (LHC) and collected by the CMS experiment in 2015 and

2016, have been analyzed. After a chapter devoted to the description of the standard model of elementary
particle physics, the motivation for the introduction of new theories that go beyond the standard model
are introduced and some classes of models are described. The techniques used in order to reconstruct the
particles produced in the collisions are discussed afterwards, with a special emphasis on electron/positron
and photon reconstructions. Two separate analyses are presented.
The first one is the search for new heavy resonances decaying in an electron-positron pair in the final
state. Such resonances are predicted by a variety of models such as grand unified theories or theories
that introduce extra space-like dimensions. Their signature would appear as a localised excess of events
in the electron-positron invariant mass spectrum. The event selection is optimized in order to be highly
efficient for high-energy electrons/positrons and to avoid loosing potential signal events. The analysis
relies on simulated samples for the estimation of the main source of background, which is the standard
model Drell-Yan process. Data-driven approaches are pursued for both validating the simulation of the
subleading background processes with prompt electrons in the final state and the determination of the
background coming from processes of quantum chromo dynamics. After having inspected the electron-
positron invariant mass, no excess over the standard model expectation is observed, and 95% confidence
level upper limits are set on the ratio of production cross-section times branching ratio of a new resonance
to the one at the Z boson peak, using the data collected in 2016 (35.9 fb−1).
The second analysis presented in this thesis is the search for new heavy resonances decaying in the
diphoton final state, the existence of which is predicted by models with non-minimal scalar sectors or by
theories postulating the existence of additional space-like dimensions. Their signature would appear as
a localised excess of events in the diphoton invariant mass spectrum. As for the case of the dielectron
analysis, the event selection has been optimized in order to be highly efficient for high-energy photons.
The background estimation is completely data-driven and achieved via a parametrization of the observed
diphoton invariant mass spectrum. After the inspection of the diphoton invariant mass, no excess over the
standard model expectation is observed, and 95% confidence level upper limits are set on the production
cross-section times branching ratio, using the data collected in the first half of 2016 (12.9 fb−1). Results
have also been combined with those obtained with the same analysis techniques but with different datasets
collected in 2012 and 2015 by the CMS experiment.
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Résumé
Cette thèse décrit les recherches de nouvelles résonances massives se décomposant en une paire électron-
positron ou une paire de photons dans l’état final. Différents ensembles de données, provenant des collisions
proton-proton à une énergie dans le centre de masse

√
s = 13 TeV au Large Hadron Collider (LHC) et

enregistrés par l’expérience CMS en 2015 et 2016, ont été analysés. Après un chapitre consacré à la
description du modèle standard de la physique des particules élémentaires, les motivations pour postuler
de nouvelles théories qui dépassent le modèle standard sont introduites et certaines classes de modèles
sont décrites. Les techniques utilisées pour reconstituer les particules produites dans les collisions sont
discutées ensuite, avec un accent particulier sur la reconstruction des électrons/positrons et des photons.
Deux analyses séparées sont présentées.
La première est la recherche d’une nouvelle résonance massive se désintégrant en une paire électron-
positron dans l’état final. De telles résonances sont prédites par une variété de modèles tels que les
théories de grande unification ou les théories introduisant des dimensions supplémentaires. Leur signature
apparaîtrait comme un excès localisé d’événements dans le spectre de masse invariante des paires électron-
positron. La sélection des événements est optimisée pour être très efficace pour les électrons/positron à
haute énergie et éviter de perdre des événements de signal potentiels. L’analyse repose sur des échantillons
simulés pour l’estimation de la principale source de bruit de fond, qui est le processus Drell-Yan du modèle
standard. Des approches basées sur les données sont poursuivies pour la validation de la simulation du
bruit de fond avec des électrons/positrons produits dans l’état final et pour la détermination du bruit de
fond provenant de processus de quantum chromodynamics. Après avoir inspecté la distribution de masse
invariante des paires électron-positron, aucun excès sur la prédiction du modèle standard n’est observée,
et des limites supérieures à 95% de niveau de confiance sont placées sur le rapport entre la section efficace
de production multipliée par le rapport de branchement d’une nouvelle résonance et cette même quantité
au pic du boson Z, avec les données prises en 2016 (35.9 fb−1).
La deuxième analyse présentée dans cette thèse est la recherche d’une nouvelle résonance lourde se
désintégrant en une paire de photons dans l’état final, dont l’existence est prédite par des modèles avec
des secteurs scalaires non minimaux ou par des théories qui postulent l’existence de dimensions spatiales
supplémentaires. Leur signature apparaîtrait comme un excès localisé d’événements dans le spectre de
masse invariante des paires de photons. La sélection des événements a été optimisée afin d’être très
efficace pour les photons à haute énergie et d’éviter la perte de signaux potentiels. L’estimation du bruit
de fond est entièrement basée sur les données et réalisée avec une paramétrisation du spectre de masse
invariante observé. Après l’inspection de la masse invariante des paires de photons, aucun excès par
rapport à la prédiction du modèle standard n’est observé, et des limites supérieures à 95% de niveau de
confiance sont placées sur la section efficace de production multipliée par le rapport de branchement d’une
nouvelle résonance, avec les données prises jusqu’à Juillet 2016 (12.9 fb−1). Les résultats ont également
été combinés avec ceux obtenus par les mêmes techniques d’analyse, mais avec des ensembles de données
différents enregistrées par l’expérience CMS en 2012 et 2015.
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Sommario
Questa tesi descrive le ricerche di nuove risonanze massive che decadono in coppie elettrone-positrone o
in coppie di fotoni nello stato finale. I dati analizzati, provenienti da collisioni protone-protone a una
energia del centro di massa

√
s = 13 TeV sono stati raccolti nel 2015 e nel 2016 dall’esperimento CMS

presso il Large Hadron Collider (LHC). Dopo un capitolo dedicato alla descrizione del modello standard
delle particelle elementari, vengono analizzate le motivazioni per l’introduzione di nuove teorie che vanno
al di là del modello standard e alcune classi di modelli sono descritte. Le tecniche utilizzate per ricostruire
le particelle prodotte nelle collisioni sono in seguito discusse, con una particolare enfasi sulla ricostruzione
di elettroni e fotoni. Due distinte analisi sono presentate.
La prima analisi verte sulla ricerca di nuove resonanze massive che decadono in coppie elettrone-positrone
nello stato finale. Tali risonanze sono previste da numerosi modelli di nuova fisica come le grand unified
theories o da teorie che introducono dimensioni spaziali aggiuntive. Una evidenza sperimentale dell’esi-
stenza di tali particelle nuove apparirebbe come un eccesso localizzato di eventi nello spettro di massa
invariante delle coppie elettrone-positrone. La selezione degli eventi è stata ottimizzata per essere alta-
mente efficiente per elettroni di alta energia ed evitare di perdere eventuali eventi di segnale. L ’analisi
si basa su campioni simulati per la stima della principale fonte di fondo, che è costituito dal processo
Drell-Yan del modello standard. Un approccio basato sui dati viene invece perseguito sia per convalidare
la simulazione del fondo sottodominante fatto di processi con elettroni nello stato finale e anche per la
determinazione del fondo proveniente da processi di quantum chromodynamics. Dopo aver esaminato lo
spettro di massa invariante delle coppie elettrone-positrone selezionate, nessun eccesso significativo è sta-
to rilevato rispetto alle predizioni del modello standard e, di conseguenza, sono stati calcolati, utilizzando
i dati raccolti nel 2016 (35.9 fb−1), limiti superiori al 95% di livello di confidenza sul rapporto tra la
sezione d’urto di produzione moltiplicata per il rapporto di decadimento di una nuova risonanza rispetto
a quella del bosone Z.
La seconda analisi presentata in questa tesi è la ricerca di una nuova risonanza pesante che decade in
coppie di fotoni nello stato finale, la cui esistenza è prevista da modelli con settori Higgs non minimali
o da teorie che postulano l’esistenza di dimensioni spaziali aggiuntive. In questo caso, una loro evidenza
sperimentale apparirebbe come un eccesso localizzato di eventi nello spettro di massa invariante delle cop-
pie di fotoni selezionate. Di conseguenza, la selezione degli eventi è stata ottimizzata per essere altamente
efficiente per fotoni di alta energia ed evitare perdite di eventuali eventi di segnale. La stima del fondo
segue un approccio basato sui dati stessi e viene ottenuta tramite una parametrizzazione dello spettro
di massa invariante osservato. Dopo l’ispezione della massa invariante delle coppie di fotoni selezionate,
non si osserva nessun eccesso significativo rispetto alle predizioni del modello standard e pertanto, utiliz-
zando i dati raccolti nella prima metà del 2016 (12.9 fb−1), sono posti limiti superiori al 95% di livello
di confidenza sulla sezione d’urto di produzione moltiplicata per il rapporto di decadimento di una tale
risonanza. I risultati sono stati anche combinati con quelli ottenuti con le stesse tecniche di analisi ma
per diversi set di dati, raccolti dall’esperimento CMS nel 2012 e nel 2015.
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Introduction

The standard model of elementary particle physics is an elegant and well established the-
ory able to make predictions which managed to explain the experimental observations
with outstanding precision over the years. Among them, a major prediction of the stan-
dard model is the existence of an additional elementary scalar boson introduced in 1964 by
Brout, Englert and Higgs in order to explain why the elementary particles have non-zero
masses. The experimental proof of the existence of this scalar boson, known as the Higgs
boson, which is the manifestation of a mechanism introduced in Chapter 1, took several
decades to be achieved and was one of the main motivations that lead to the construction
of the Large Hadron Collider (LHC).

The LHC is an accelerator and collider installed in the same circular underground
tunnel occupied until the year 2000 by the Large Electron Positron collider (LEP) with a
circumference of 26.7 km. The LHC is able to provide proton-proton collisions with the
highest center-of-mass energy ever achieved in a collider (13 TeV in 2015). Four interaction
points are located in the ring, where four experiments are placed. One of them is the
Compact Muon Solenoid (CMS), which is, as the ATLAS experiment, a general purpose
detector. Thanks to the joint efforts of the ATLAS and CMS collaborations, the Higgs
boson has been discovered in 2012 (48 years after its prediction) at a mass of around
125 GeV, thus proving the existence of the missing piece of the standard model. This
discovery, which is certainly one of the most important achievements of modern particle
physics research, accomplished one of the main goals of the LHC program.

Nevertheless, despite its tremendous success, the standard model is not able to describe
the full picture of Nature (it shows no dark matter candidate, it doesn’t explain the
matter-antimatter asymmetry, it does not explain neutrino masses, it doesn’t include the
gravitational force in its framework,...) and presents some issues of internal consistency
(hierarchy problem, number of free parameters,...). The standard model is then generally
considered as a low-energy effective model of a more fundamental theory. In order to
address some of its shortcomings, several models that go beyond the standard model have
been proposed during the last decades, such as Grand Unified Theories (GUT) or models
introducing extra space-like dimensions (ED). In particular, with the aim of unifying the
electroweak and the strong forces, GUT introduce new neutral bosons heavier than the
standard model Z boson, which are generically called Z

′ bosons. On the other hand, ED
require the existence of additional spatial dimensions, which should manifest themselves
in our ordinary 4 dimensional space-time through as a series of excited states of SM
particles, called “Kaluza-Klein modes”. The ED models predict the existence of Kaluza-
Klein excited and massive states for the graviton (G), the mediator of the gravitational
force, and possibly for the gauge bosons.

After the discovery of the Higgs boson in 2012, the LHC underwent a long shutdown
period which lasted until spring 2015, when the machine was restarted and operated at
a center-of-mass energy of 13 TeV. The data-taking period from 2015 to 2018 is called
RunII, while the previous one, corresponding to a maximal center-of-mass energy of 8

1
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TeV, is called RunI and will be considered in this thesis only when the corresponding
datasets are combined with the more recent ones collected in RunII. The main goal of the
RunII period is the quest for new physics beyond the standard model.

In this context, the results showed in this thesis deal with the searches for new massive
particles decaying in the electron-positron or diphoton final state. Such new particles
would manifest themselves as a localised excess of events in the observed invariant mass
spectra. Both channels have the advantage that their reconstruction can be very well un-
derstood, which leads to a low background contamination coming from misreconstructed
electron/photon candidates. Before the LHC RunII era, the most stringent limits for
these final states have been provided by the CMS and ATLAS experiments by analyzing
the RunI dataset: for example the existence of a new massive Z boson with SM-like cou-
plings (Z′SSM) decaying into an electron-positron pair was excluded at 95% confidence level
for masses below ∼2.7 TeV, while the search for a new particle decaying in photon pairs
excluded the invariant mass region below 1.4 - 2.7 TeV depending on the specific model
considered (see Chapter 2 for a more detailed description). The increase in the center-of-
mass energy from 8 TeV at the end of RunI to 13 TeV of RunII implies a potential dramatic
increase of the production cross-section of heavy resonances (see Chapter 3). This fact is
a strong motivation for the analyses of these final states at RunII, given that a discovery
could be possible with a relatively small amount of data. Both searches have been re-
defined with respect to their RunI version, in order to challenge the different experimental
conditions while retaining high efficiency for high-energy electron/photon candidates re-
spectively. In the description of both analyses a particular attention is devoted to the
procedures concerning the energy calibration of the electromagnetic calorimeter of the
CMS detector and the determination of the mass scale and resolution. The resolution of
a (narrow) resonance is in fact completely dominated by the experimental resolution of
the detector which has then to be precisely measured in order to be able to determine the
expected signal model. This task is achieved by starting from the Z peak region exploiting
the SM decay of the Z boson in electron-positron pairs. This provides an excellent handle
for the energy calibration in the invariant mass range around 90 GeV, which can then
be extended using boosted Z events up to higher invariant mass regions. Two different
approaches have been pursued by the analyses (see Sections 6.4 and 7.4) which are proven
to be consistent with each other at the level of 0.1%.

In the first dataset collected by the CMS experiment in 2015 resulting in an integrated
luminosity of 3.3 fb−1, a mild excess of events (∼ 2.9 standard deviations in terms of local
p-value) in the diphoton final state has been reported at a mass of around 750 GeV. A
similar excess has also been reported by the ATLAS collaboration at the same mass. This
provided a certain amount of excitement in the community and strongly motivated the
analysis of the 2016 dataset, with a much larger amount of integrated luminosity with
respect to the 2015 one.

I participated to the searches for new physics in the electron-positron final state and
in the diphoton final state since the beginning of the RunII data-taking. The analyses
described in this thesis lead to several publications over the years: for the electron-positron
final state two public analysis summaries (PAS) have been published and another one is
going to be published in the immediate future, while the results obtained analyzing the
2015 dataset in combination with the results obtained at RunI have been published as a
paper of the CMS collaboration; for the diphoton final state, three PAS documents have
been published and two papers. Only the latest available results are reported in this thesis:
in particular for the electron-positron final state the full 2016 dataset is considered, while
for the diphoton final state the first half of the 2016 dataset is considered, in combination
with the full 2012 and 2015 datasets.
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The thesis is organised as follows. The standard model of elementary particle physics
is introduced in Chapter 1, including a discussion of the symmetries of the model, the
scalar sector and the main properties of the standard model Drell-Yan process. Chapter 2
lists the shortcomings of the standard model and reports how various theories beyond the
standard model propose to solve them. In particular, the models that predict additional
massive resonances decaying in electron-positron or diphoton final state are introduced.
The design and operational parameters of the LHC are discussed in Chapter 3 as well
as the phenomenological aspects of the proton-proton interactions. Chapter 4 describes
the main features of the CMS detector, while the reconstruction techniques of the par-
ticle candidates coming from the registered signals in the CMS detector are explained
in Chapter 5. Chapter 6 describes in detail the results of the search for new resonances
decaying in the electron-positron final state, covering all the aspects of the analysis. The
results of the search for new resonances decaying in the diphoton final state are shown in
Chapter 7, covering as well all the aspects of the analysis. Finally, Chapter 8 exposes the
conclusions coming from both searches.
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Chapter 1

The standard model of particle physics

This chapter introduces the standard model (SM) of elementary particle physics, which
describes in its conceptual framework the elementary particles and three of the four fun-
damental forces of Nature. Its gauge structure, based on the SU(3)× SU(2)×U(1) sym-
metry group, is exposed in general terms. Finally, the cross section of a specific process,
the Drell-Yan production, is derived using the SM formalism.

1.1 Elementary particles and forces: a general picture

Despite the greek meaning of the word, the atom is not indivisible. It consists, in fact,
of smaller components: electrons, protons and eventually neutrons. While in the SM the
electron is considered to be an elementary particle with no substructure, protons and
neutrons are made of quarks, which are in turn believed to be elementary. In particular,
the proton is made of two up quarks with an electric charge of = 2/3 e, where e is the
Coulomb charge e = 1.6×10−19 C, and one down quark with an electric charge of −1/3 e.
For the neutron, the numbers of up and down quarks are reversed. Quarks and leptons
have spin 1

2
and follow the Fermi-Dirac statistic, hence they are fermions.

During the last century, the knowledge of the elementary particles have been increased
thanks to both theoretical and experimental efforts of many individuals: our most up-to-
date insight of the elementary constituents of nature organizes both leptons and quarks
into three families of particles. Starting from the leptons, the electron e belongs to the
first generation, together with the electron neutrino νe

1. The muon µ and the muon
neutrino νµ constitute the second generation of leptons, whereas the tau τ and the tau
neutrino ντ form the third generation. The masses of the charged leptons differ by four
orders of magnitude between the first and third generations. Table 1.1 summarizes the
leptons and their properties2.

Notably, the same organization in three families can be found also for quarks. In
addition to the up and down quarks, which constitute the first generation, two further
generations of quarks have been found: the charm and strange quarks are placed in the
second generation and the top and bottom quarks in the third generation. The charm
and the top quark have the same electric charge as the up quark, while the strange
and the bottom quark have the same electric charge as the down quark. Beside their
electric charge, the six quarks carry also color charge, hence they can interact via strong
interaction (described later in this section). The quarks and their properties are shown
in Table 1.2. In particular, the quark masses span 5 orders of magnitude from the ≈ 2

1The νe has been introduced by Wolfgang Pauli in order to allow energy-momentum conservation in the nuclear beta
decay

2In this thesis all masses and energies are expressed in natural units, where the speed of light c and ~ are taken as equal
to 1.
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CHAPTER 1. THE STANDARD MODEL OF PARTICLE PHYSICS

Generation Lepton Charge Mass
First electron (e) -e 511 MeV

electron neutrino (νe) 0 < 2 eV
Second muon (µ) -e 105.67 MeV

muon neutrino (νµ) 0 < 2 eV
Third tau (τ) -e 1776.99 MeV

tau neutrino (ντ ) 0 < 2 eV

Table 1.1: Properties of the leptons in the three generations. Neutrinos are known to have a tiny mass
compared to the other SM particles, but non-zero, so to allow oscillations between neutrino families,
which have been experimentally observed [1].

MeV of mass of the up quark, up to the top quark, which was discovered in 1995 at the
Tevatron, and has a mass close to 173.2 GeV. The top quark is in fact the heaviest SM
particle carrying a mass which is close to the one of a gold nucleus.

Generation Quark Charge Mass
First up quark (u) 2/3 e 2.3+0.7

−0.5 MeV
down quark (d) -1/3 e 4.8+0.5

−0.3 MeV
Second charm quark (c) 2/3 e 1.275± 0.025 GeV

strange quark (s) -1/3 e 95± 5 MeV
Third top quark (t) 2/3 e 173.21± 0.51± 0.71 GeV

bottom quark (b) -1/3 e 4.66± 0.03 GeV

Table 1.2: Quarks and their properties [1].

Hence, in the SM there are 12 elementary particles, 6 leptons and 6 quarks, while ordi-
nary matter on earth is essentially composed of particles belonging to the first generations:
up and down quarks in the nucleus and electrons in the electron cloud. In addition to
this, it is important to notice that every particle has its own antiparticle, which is char-
acterised by having the same mass but opposite quantum numbers, as predicted by the
Dirac’s theory. The question whether the neutrinos are their own antiparticles (Majorana
particles) or not (Dirac particles) remains open to date.

In order for the elementary particles to interact with each other, forces have to act
between them. Forces are mediated by particles with an integer spin that follow the Bose-
Einstein statistic and are hence called bosons. There are four fundamental interactions
in Nature which can act or not on a specific particle depending if this particle carries or
not the corresponding charge.

• Electromagnetic force

All electrically charged particles are subject to electromagnetic interactions. The mass-
less and chargeless photon (γ) is the carrier particle of the electromagnetic force and, owing
to its masslessness, the electromagnetic force is a long range force with a 1/r potential.
The theory describing the electromagnetic interactions is called quantum electrodynamics
(QED).

• Weak force

Weak interactions are usually not relevant at energies well below ≈ 100 GeV, since the
strong or electromagnetic interactions have couplings that are orders of magnitude larger.
This is not true anymore for processes where the electromagnetic interactions and the
strong interactions are forbidden, for example because of a quantum number conservation

6



CHAPTER 1. THE STANDARD MODEL OF PARTICLE PHYSICS

law taking place. Weak interactions can involve neutrinos which have neither electric nor
strong charge and, therefore, do not interact strongly or electromagnetically. Processes
involving the changing of quark flavour must happen via weak interaction since this is not
allowed with the other interactions. Contrary to the photon (and the gluons), the bosons
which carry the weak interaction are heavy compared to most elementary particles in SM.
There exists a charged (W±) and a neutral version (Z) of the vector bosons that mediate
the weak force. The range of the weak interactions is small (between 10−18 and 10−16 m)
because of the mass of the bosons involved.

• Strong force

The strong interactions are responsible for the attracting force between quarks. It is
mediated by the gluons which are massless spin one particles. Gluons exist as a colour
octet: they follow the “8” representation (adjoint) of the SU(3) group. Gluons also
carry color charge, hence they can interact with themselves, unlike the electrical neutral
photon. Due to the property known as confinement, it is not possible to observe quarks
as free particles: they would instead undergo the hadronization process, which allows to
re-arrange the color structure from colored quarks to colorless hadrons. The top quark is
a special case since, due to its mass, the decay into a b quark (which then hadronizes)
and a W boson happens before the hadronization process itself could start. The theory
describing the strong interactions is called quantum chromodynamics (QCD). A more
detailed description of the QCD properties can be found in Chapter 3.

• Gravitational force

All particles are affected by the gravitational force. However, even though it is the
dominant force on the astronomical scale, it is negligible on a microscopic scale and, in
general, when the energies involved are lower than the Planck scale (1.22 × 1019 GeV).
The graviton G, a hypothetical, massless and chargeless elementary particle of spin two,
would be the carrier of the gravitational force in a quantum field theory that involves
gravity. However, such a theory is extremely difficult to construct, as will be explained
in Chapter 2 and is not part of the SM.

The forces and some of their characteristics are summarized in Table 1.3.

Interaction Range Relative strength Mediators
Strong 10−15 m 1 8 gluons (g)

Electromagnetic ∞ 10−3 photon (γ)
Weak 10−18 m 10−14 W+, W−, Z

Gravitational ∞ 10−43 graviton (G) ?

Table 1.3: Range, relative strength with respect to the strong force, and mediators of the four fundamental
interactions. The gravitational force is not included in the SM, and gravitons are hypothetical particles.

Due to reasons connected to the internal symmetry of the SU(3)×SU(2)×U(1) group
(that will be treated in section 1.3) to account for the observed masses of the elementary
particles, a special role has to be assigned to at least an additional particle, which has to
be a scalar boson. Its role is intimately connected to the spontaneus symmetry breaking
mechanism which gives rise to non-zero masses for the other elementary particles (see
again section 1.3). A new particle, whose couplings to the massive fermions have to be
proportional to the mass of the fermions themselves, and proportional to the square root
of the bosons’ masses, was proposed in 1964 independently by Brout and Englert [2] and
Higgs [3]. Such a particle have been observed in 2012 by the ATLAS [4] and CMS [5]
experiments and it is known as the Brout-Englert-Higgs scalar boson (denoted in literature
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as H or H0), sometimes also referred to as the Higgs boson. This discovery constitues an
outstanding milestone of the modern particle physics and a tremendous success of the SM
theory.

A visual summary of the elementary particles and their organization in the SM frame-
work, as well as the force carriers and the H boson is shown in Figure 1.1.

Figure 1.1: Overview of the Standard Model constituents.

1.2 Role of symmetries

In quantum field theories [6], the equations of motion of the different fields are derived,
exploting the least action principle, from the Lagrangian density L, which after integration
over space and time defines the action S. For a spin 1/2 particle with mass m, described
by a spinor field ψ, the action S is written, in the simplest case of absence of interaction,
as:

S =

∫
dx4L =

∫
dx4(iψ̄(x)γµ∂µψ(x)−mψ̄(x)ψ(x)) (1.1)

where γµ are the Dirac’s matrices. The term in parenthesis contains only the fermionic
filed ψ(x) and hence can be labeled as Lf = iψ̄(x)γµ∂µψ(x)−mψ̄(x)ψ(x). The equation
of motion leads to the Dirac equation:

iγµ∂µψ(x) = mψ(x) (1.2)

As shown by Emmy Noether in her famous theorem, symmetries play a central role in
physics: every continuous symmetry in the Lagrangian gives rise to a conserved quantity
during the motion. Starting from the free spinor action defined in Equation 1.1, one sees
that it is invariant under the transformation:

ψ(x)→ eieαψ(x) (1.3)
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where α is a global, i.e. not space-time dependent, phase rotation of the field and e is
the already introduced Coulomb charge.

The leading “building principle” of the SM Lagrangian is that it is unnatural, in a
relativistic theory, to allow a global phase transformation over the entire 4-d space, since
it would be like if all the observers in the entire 4-d space agree on shifting their clocks
by a certain fixed phase. In this sense, it is much more natural to allow local phase
transformations, instead of global ones. The global symmetry has then to be forced to
become a local one: this concept is called symmetry gauging3. If one wants to impose the
invariance of the Lagrangian under the local transformation where α = α(x):

ψ(x)→ eieα(x)ψ(x) (1.4)

one needs to introduce a new field Aµ(x), which must transform in the proper way
under local phase transformation: the transformation of the ψ field and the Aµ field must
act in a coordinated way as described by the transformation rule 1.5, so that the extra
term coming from the derivates of the local phase α(x) compensate each other.

ψ(x)→ eieα(x)ψ(x), Aµ → Aµ − ∂µα(x) (1.5)

The insertion of the new field Aµ can be elegantly achieved by simply replacing the
partial derivative operator ∂ with the covariant derivative D in the Lagrangian:

Dµ = ∂µ + ieAµ(x) (1.6)

The new Lagrangian is then given by:

L = iψ̄(x)γµ∂µψ(x)−mψ̄(x)ψ(x) + ieψ̄(x)γµAµψ(x)− 1

4
(Fµν(x)F µν(x)) = Lf + Lgauge

(1.7)
where:

Fµν = ∂µAν(x)− ∂νAµ(x) (1.8)

It can be seen that the Lagrangian (1.7) is composed of the two terms: Lf contain-
ing only the matter field ψ(x) and Lgauge being the additional contributions containing
the gauge field Aµ. It can be also shown that the Lagrangian is now invariant under
coordinate local transformations of ψ(x) and Aµ(x), as dictated in (1.5). In this sense,
the introduction of a new bosonic field that couples to matter fields is a necessity to
achieve the local gauge invariance of the action: in general, in the SM all interactions are
consequences to this request. Ultimately, applying the Noether theorem, this symmetry
leads to the law of conservation of the electric charge Q. The QED component of the SM
Lagrangian is then a U(1) subgroup.4.

Exploiting this “building principle”, all the fermionic fields of Tables 1.1 and 1.2 are
added by hand in the SM action, while the existence of the bosonic fields is a direct con-
sequence of the required invariance properties of the action. Up to now the example dealt
with the simplest U(1) group of symmetry. The complete SM theory is based instead on
the bigger group: SU(3)c×SU(2)L×U(1)Y , obtained as direct product of smaller symme-
try groups5. The Lagrangian of the electroweak theory (which treats the electromagnetic

3This argument gives credibility to the principle but it is not a rigorous demonstration (despite the fact that the symmetry
gauging is one of the deepest and most profound concepts of the SM).

4Actually the U(1) group of the SM Lagrangian is not directly related to electric charge. The SM U(1) subgroup is instead
related to the hypercharge U(1)Y . The electric charge conservation rule is achieved in a more complex way: (spontaneously)
breaking the bigger SU(2)L × U(1)Y group in the U(1)em group.

5The subscript c stands for color, L for left and Y for hypercharge. Their meaning will be explained later in the section
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Field SU(3)c representation SU(2)L representation Y I3
w Q

uiL 3 2 1
6

1
2

2
3

diL 3 2 1
6 − 1

2 − 1
3

`iL 1 2 − 1
2 − 1

2 -1
νiL 1 2 − 1

2
1
2 0

uiR 3 1 2
3 0 2

3

diR 3 1 − 1
3 0 − 1

3

`iR 1 1 -1 0 -1
νiR 1 1 0 0 0

Table 1.4: Fermion content of the SM, with representations under SU(3)c and SU(2)L, hypercharge Y ,
isospin I3

w and electric charge Q. The index i refers to the fermion generation, while the indices L and R
represent the left-handed or right-handed nature of the particle [1].

and the weak forces into a unified framework) is invariant under transformations in the
SU(2)L × U(1)Y subgroup, while the QCD Lagrangian is invariant under SU(3)c.

In order to explain the subscript L, one can group the fermions of the SM by their
chirality, either left or right. The chirality is defined by the projection operators Pleft =
(1−γ5)/2 and Pright = (1+γ5)/2, where γ5 = iγ0γ2γ2γ3 and γi being the Dirac matrices.
Left-handed fermions form doublets, while right-handed fermions form singlets. The left-
handed quark doublets consist of up-type and down-type quarks and the left-handed
lepton doublets consist of a neutrino and the associated charged lepton (see diagram 1.9).
Up to now right-handed neutrinos have never been observed. The weak interaction only
acts on left-handed particles and, thus, violates parity, which is the invariance under
mirror operation at the origin in space: the subscript L of the SU(2)L group reflects this
fact.

`L =

(
νL
eL

)
, eR, qL =

(
uL
dL

)
, uR, dR. (1.9)

The quantum number associated to the SU(2)L symmetry is the weak isposin Iw, while
the U(1)Y subgroup is related to the hypercharge Y . The weak hypercharge Y carried
by the matter fields is related to the electric charge Q and the third component of weak
isospin I3

w by:
Y = Q− I3

w. (1.10)

Finally, the subscript c of the SU(3)c group stands for color, which is the additional
quantum number carried by the quarks6. Under SU(3)c, quarks are color triplets while
leptons are color singlets; quarks therefore carry a color index ranging between one and
three, whereas leptons do not take part in strong interactions.

The fermion content of the SM is summarized in Table 1.4, together with its represen-
tation under the different groups of symmetry.

As explained earlier in the chapter, to each group of symmetry there should be an
associated gauge field. The gauge field associated to the symmetry group U(1)Y is usually
denoted as Bµ, with the hypercharge Y as generator of the group. Three gauge fields,W 1

µ ,
W 2
µ and W 3

µ are associated to SU(2)L group, with three generators that can be expressed
as half of the Pauli matrices:

T1 =
1

2

(
0 1
1 0

)
, T2 =

1

2

(
0 −i
i 0

)
, and T3 =

1

2

(
1 0
0 −1

)
(1.11)

6The introduction of the color as an additional quantum number was done so to realize the Pauli’s exclusion principles
in particles like the ∆++ that would have apparently violated it.
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The generators T a satisfy the Lie algebra:

[T a, T b] = iεabcTc and [T a, Y ] = 0, (1.12)

where εabc is the antisymmetric tensor. Finally, in the SU(3)c group, the eight generators
(that can be expressed in term of the Gell-Mann matrices) correspond to the eight gluon
fields G1...8

µ .
When “gauging” the SU(3) and the SU(2) symmetries, the same principle depicted in

the simpler U(1) symmetry gauging has to be implemented. A more complex algorithm
is needed due to the fact that, unlike the U(1) group, SU(2) and SU(3) are non-Abelian,
i.e. non-commutating groups7. Apart for the complexity, the SM Lagrangian will be
organized as in (1.7) so to include all the SM fermions in Lf while Lgauge will include the
gauge fields Gµ, the Wµ and the Bµ.

Unlike the simplest U(1) scenario, the striking consequence of the invariance under the
SU(3)c × SU(2)L × U(1)Y group is that the SM Lagrangian cannot include any explicit
mass term, neither for the fermionic field nor the bosonic fields: this is because a mass
term likemψ̄ψ can be simply re-written8 asmψ̄RψL. Therefore, a mass term would couple
right- and left-handed fields and, since the left-handed fermions transform as doublets and
right-handed fermions as singlets under the SM gauge group, a term like mψ̄RψL would
break the invariance of the Lagrangian in an irreparable way. On the other hand, the
impossibility to have a mass term would lead to the conclusion, in clear disagreement
with the experimental facts, that all particles should be massless, both the fermions
and the bosons. In reality, some of the gauge bosons, photons and gluons, are indeed
massless, while the weak gauge bosons must have non zero masses in order to explain
the “weakness” of the weak interaction. In addition to this, all fermions have masses,
including the neutrinos. The solution to this problem is conceptually different for bosons
and fermions and it’s detailed in the next section.

In general terms:

• The fact that the weak gauge bosons have a mass different from zero indicates that
the vacuum of the theory, i.e. the fundamental state does not share (is not invariant
under) the same symmetries of the SM Lagrangian: the electroweak group SU(2)L×
U(1)Y is not a symmetry of the vacuum. On the other hand, since gluons and photons
are massless the SM symmetry group of the Lagrangian must (spontaneously) break
in:

SU(3)c × SU(2)L × U(1)Y → SU(3)c × U(1)em (1.13)

where the subscript em in U(1)em stands for “electromagnetic” and is used to clearly
indicate its difference with respect to the U(1)Y related to the hypercharge. This
breaking pattern can be achieved introducing a new complex scalar doublet field φ
in the theory. Three of the four degrees of freedom coming from the complex doublet
φ are “used” to give masses to the W and the Z bosons, leaving an additional degree
of freedom which would correspond to a new spin-0 particle.

• Once the φ field is introduced, the mass of the fermions can be achieved with the
interaction terms between ths field φ and the matter field, via the so-called Yukawa
terms.

7Ultimately, it’s the covariant derivative which assumes a more complex form.
8Any field can be written in terms of chiral fields ψ = ψR + ψL.
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1.3 Scalar sector

Given the “building principle” behind the SM formulation, explicit mass terms are for-
bidden inside the SM Lagrangian. Let’s now imagine to introduce a certain field9 φ and
let’s consider its expectation value 〈0|φ|0〉 calculated on the fundamental state of the
theory |0〉, also called the vacuum of the theory. Suppose the theory is invariant (i.e. the
Lagrangian describing the theory is invariant) under a certain symmetry of the fields, for
example a simple U(1) symmetry φ → eiαφ. If the vacuum state itself were invariant
under the same symmetry, U(1) in this example, meaning

|0〉 = eiα|0〉

then the expectation value of the φ field must be equal to zero10

〈0|φ|0〉 = 0

As a consequence if 〈0|φ|0〉 6= 0 then the vacuum state |0〉 is not invariant under the
same symmetry of the Lagrangian. This situation defines what is called spontaneous
symmetry breaking in group theory.

In the SM case, an additional complex scalar (i.e. having spin 0) doublet φ is simply
introduced by hand in the Lagrangian and, making its components explicit, can be written
as:

φ =
1√
2

(
ϕ1 + iϕ2

ϕ3 + iϕ4

)
. (1.14)

The corresponding additional Lagrangian density Lφ, associated to the scalar sector, can
be written as a kinematic term and a potential one:

Lφ = (Dµφ)†Dµφ− V (φ) (1.15)

Where the kinetic part includes the gauge covariant derivatives for the SU(2)L × U(1)Y
group, which is defined as:

Dµφ =

(
∂µ + ig ~T . ~Wµ +

ig′

2
Bµ

)
φ (1.16)

The potential V (φ) has the most general renormalizable11 form invariant under SU(2)L×
U(1)Y in:

V (φ) = µ2φ†φ+ λ(φ†φ)2 (1.17)

where, in order to obtain a non-zero expectation value 〈0|φ|0〉 and so realize the required
spontaneous breaking of the SM group of symmetry, the factor µ2 has to be negative.
Given the sign requirement for the µ2 factor, the λ parameter has to be a positive real
number in order to preserve the vacuum stability12. This choice for the sign of the
parameters µ2 and λ gives to the potential V (φ) the shape of a “Mexican hat", as shown
in Figure 1.2. While a local maximum of the potential is found for φ = 0, there is

9In principle it’s not mandatory for this field to be added by hand as a new field in the Lagrangian, as it goes in the
SM case. There are cases, like the Cooper pair in superconductivity, i.e. a pair of electrons (or other fermions) bounded
together at low temperatures, where the new field (the bound state of electron pairs) is “dynamically created” and not
explicitely present in the Lagrangian [7]. The SM approach is then the simplest possible.

10This is because 〈0|φ|0〉 = 〈0|(e−iαeiα)φ|0〉 = eiα〈0|φ|0〉, given that 〈0|e−iα = 〈0| because of the vacuum invariance
hypothesis. Hence 〈0|φ|0〉 = eiα〈0|φ|0〉 which means 〈0|φ|0〉 = 0.

11In quantum field theories, divergencies tend to arise in calculations because all particles can contribute to a process as
virtual particles in loops: then a cut-off is often needed in the computation of the physical quantities. If the cut-off disappears
from the final results by its absorption in a finite number of measured constants, the theory is called renormalizable (see
Section 1.5).

12To avoid that the minimum of the potential goes at −∞.
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Figure 1.2: The Higgs potential in the simpler case where the φ field has only 2 degrees of freedom,
instead of the 4 ones of a complex scalar doublet field.

a closed surface of minima corresponding to a non-zero field. Using the approach of
the “small oscillations” in polar coordinates (perturbative expansion), the field φ can
be developed around one of its degenerate minima. Clearly, the second derivative in
the radial direction is positive, since the curvature of the potential is positive in that
direction, while the second derivative in the angular coordinate is zero, since there is an
entire closed cinconference of degenerate minima. The radial excitations give rise to a
non-zero mass particle, while the angular excitations give rise to massless particles, called
Goldstone bosons, one for each broken degree of symmetry, hence, in principle, three
massless particles in the SM case as SU(2)L × U(1)Y → U(1)em. On the other hand,
the presence of those additional massless particles would be the scenario in case of the
spontaneous breaking of a global symmetry of the Lagrangian, as stated by the Goldstone
theorem. The SM case appears more complex: the broken symmetry SU(2)×U(1) is not a
global one, since the SM Lagrangian is defined using the leading principle of the symmetry
gauging: 4 gauge fields (3Wµ e 1 Bµ) are in fact present. The 3 massless goldstone bosons
that would appear in a global symmetry breaking are instead “re-absorbed”, using the
gauge invariance of the Lagrangian, by a re-definition of the gauge fields themselves, which
in exchange gain mass different from zero [8]. The additional massive field corresponding
to the radial excitation of the potential cannot instead be reabsorbed via a redifinition of
the gauge fields and hence is a remarkable prediction of the SM theory. The associated
massive particle is the already introduced H boson.

More specifally, the potential V (φ) has (degenerate) minima corresponding to the radial

position |φ| =

√
−µ2

2λ
6= 0. This non-zero quantity can be interpreted as the vacuum

expectation value v of the field φ, measured to be about 246 GeV. It can be demonstrated
that any scalar doublet φ can be written in the canonic form “down and real” using an
appropriate matrix U(x) ∈ SU(2)×U(1), of the form U(x) = eiγ

T2
2 ei(αT3+βY ). Using U(x),

the field φ can be re-written so that its non zero expectation value v is exposed:

φ =
1√
2

(
ϕ1 + iϕ2

ϕ3 + iϕ4

)
= U(x)

(
0

v + h(x)√
2

)
(1.18)

where h(x) is a field with zero expectation value over the vacuum. Given the local gauge
invariance, the U−1(x) transformation can be applied to all fields without affecting in any
way the form of the Lagrangian: the three degrees of freedom of U(x) disappear, simply
“absorbed” by the gauge fields, thus eliminating the degrees of freedom associated to the

13
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massless Goldstone bosons. In particular, applying U−1 transforms the φ field as:

φ→ U−1φ =

(
0

v + h(x)√
2

)
(1.19)

Using (1.19) and the perturbative approach around one arbitrary chosen minimum, the
potential

V (φ) = µ2|φ|2 + λ|φ|4

can be written in the suitable form:

V (h) ' µ2

2
h2 + λ[v2 +

h2

2
+
√

2vh]2

' µ2

2
h2 + 2λv2h2 + λv2h2 +O(h3) +O(h4)

and given that v =

√
−µ2

2λ
= −µ2h2 +O(h3) +O(h4)

(1.20)

where:

• No linear terms in the h field are present (since the potential is being expanding
around a minimum).

• The constant terms are discarded since the equation of motions are obtained by
deriving the Lagrangian.

• The cubic and quartic terms in the h fields are not detailed, but simply indicated as
O(h3) and O(h4).

• The last equality gives rise to the mass of the h field:

m2
H = −2µ2 > 0. (1.21)

The kinetic term of the lagrangian Lφ
(Dµφ)†Dµφ = |Dµφ|2 (1.22)

again using the perturbative expansion, leads to:

|Dµφ|2 '
1

2
∂µh∂

µh+
g2v2

4

(
(W 1

µ)2 + (W 2
µ)2 + (W 3

µ −
g′

g
Bµ)2

)
(1.23)

The charged vector bosons W 1 and W 2 therefore acquire a mass, given by:

m2
W 1 = m2

W 2 =
g2v2

2
(1.24)

The third term of equation (1.23) is a linear combination of W 3
µ and Bµ. The relation

between the Wµ and Bµ fields and the physical fields Zµ and Aµ, associated respectively
to the neutral boson Z and the photon, is expressed by the set of relations:





Zµ = W 3
µ cos θW −Bµ sin θW

Aµ = W 3
µ sin θW +Bµ cos θW

tan θW = g′

g

(1.25)

14
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Equation (1.23) can be therefore written as:

|Dµφ|2 '
1

2
∂µh∂

µh+
g2v2

4

(
(W 1

µ)2 + (W 2
µ)2 + (

Zµ
cos θW

)2

)
(1.26)

The mass of the Z boson is thus related to the mass of the charged W bosons via the
Weinberg angle θW , which can be determined experimentally13:

mW

mZ

= cos θW (1.27)

There is no mass term for the Aµ field, hence the photon remains massless. Equation 1.26
elegantly solves the problem of the masses of the vector bosons and shows a kinetic term
related to a new scalar field h, having a non-zero mass specified in (1.21).

To account for the fermions’ masses a different approach can be pursued: given the
existence of the field doublet φ, one can write coupling terms, known as the Yukawa
couplings, between fermions and the φ field. Considering the electron e, for example,
and indicating with le the SU(2)× U(1) doublet containing the left-handed electron and
(electron) neutrino, one can write the following Lagrangian term

LeY uk = −λel̄eLφeR + h.c. (1.28)

which after the electroweak symmetry breaking (EWSB) procedure described earlier be-
comes

LeY uk −−−−→
EWSB

−λevē1Le1R + h.c. (1.29)

A mass term can now be given to the electron e, where in particular:

me = λev (1.30)

A similar reasoning can be re-done for the down-type quark which can, like the electron,
acquire a mass through Yukawa couplings to the φ doublet:

LdY uk = −λdq̄1Lφd1R + h.c. −−−−→
EWSB

−λd
v√
2
d̄1Ld1R + h.c. (1.31)

On the other hand, the up-type quark and in general all the particles that are located in
the “up-side” of the doublets detailed in (1.9), both quarks and neutrinos, cannot acquire
a mass with a simple Yukawa term like the one written in (1.31), because of the canonical
“down and real” form chosen for the φ doublet, the non-zero component of which, after
EWSB, is always in the “down-side” of the doublet. The most economical solution is to
make the “up” fields couple to the other possible SU(2)× U(1) term of interaction:

(liφj)εij (1.32)

where the indices i, j = 1, 2 run over the “up-side” and “down-side” components of the
objects and the antisymmetric tensor εij is used such that the “up” fields are now the
ones gaining mass. Aesthetically the interaction term for the “up” fields can be seen as a
coupling term with a transformed (rotated) φ field, φ̃ defined as:

φ̃ = iσ2(φ†)t, (1.33)

where the the σ2 matrix is one of the Pauli matrices σ2 =

(
0 −i
i 0

)

13sin2 θW ' 0.231
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For quarks and neutrinos an additional complication is also necessary: the eigenstates
produced by weak interactions are flavour eigenstates but not, at the same time, mass
eigenstates. The two basis (interaction and mass) are related by the rotation matrices,
known as the CKM matrix (Cabibbo-Kobayashi-Maskawa) for quarks and the PMNS
matrix (Pontecorvo–Maki–Nakagawa–Sakata) for neutrinos.

1.4 Standard model Lagrangian

Finally, the SM Lagrangian density can be decomposed as a sum of four different terms:

LSM = Lf + Lgauge + Lφ + LY uk (1.34)

which are related respectively to the fermion, gauge, scalar and Yukawa sectors. The four
Lagrangian terms are detailed below.

• The fermionic part of the Lagrangian density consists of kinetic energy terms for
quarks and leptons, namely:

Lf = iq̄iL /DqiL + iūiR /DuiR + id̄iR /DdiR + i¯̀iL /D`iL + iēiR /DeiR (1.35)

The gauge-covariant derivatives contain the gauge tensors:

Gi
µν = ∂µG

i
ν − ∂νGi

µ − gsfijkGj
µG

k
ν , with i, j, k = 1, ..., 8;

W i
µν = ∂µW

i
ν − ∂νW i

µ − gεijkW j
µW

k
ν , with i, j, k = 1, ..., 3;

Bµν = ∂µBν − ∂νBµ

where gS and g are the coupling constants associated to the SU(3)c and SU(2)L
symmetry groups respectively.

The covariant derivatives are specified as:

DµqiL = (∂µ +
i

2
gSG

µ
aλa +

i

2
gW µ

b σb +
i

6
g′Bµ)qiL,

DµuiR = (∂µ +
i

2
gSG

µ
aλa +

2i

3
g′Bµ)uiR,

DµdiR = (∂µ +
i

2
gSG

µ
aλa −

i

3
g′Bµ)diR,

Dµ`iL = (∂µ +
i

2
gW µ

a σa −
i

2
g′Bµ)`iL,

DµeiR = (∂µ − ig′Bµ)eiR

where g′ is the coupling constant associated to the U(1)Y symmetry group.
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• The gauge Lagrangian density Lgauge regroups the gauge fields of all three symmetry
groups:

Lgauge = −1

4
Gi
µνG

µνi − 1

4
W i
µνW

µνi − 1

4
BµνB

µν (1.36)

• The scalar sector is composed of the kinetic term and the potential one:

Lφ = (Dµφ)†Dµφ− µ2φ†φ− λ(φ†φ)2 (1.37)

where the kinetic part includes the gauge covariant derivative defined as:

Dµφ =

(
∂µ + ig ~T . ~Wµ +

ig′

2
Bµ

)
φ

• The last piece is the Yukawa Lagrangian density which describes the interactions
between the fermions and the scalar doublet φ. If one notes Y u, Y d and Y e three
general complex 3 × 3 matrices of dimensionless couplings, the Yukawa Lagrangian
density can be written as:

LY uk = −Y u
ij q̄iLujRφ̃− Y d

ij q̄iLdjRφ− Y e
ij `̄iLejRφ+ h.c. (1.38)

where φ̃ is defined as:
φ̃ = iσ2(φ†)t (1.39)

1.5 Radiative corrections and renormalization

The SM Lagrangian in Equation (1.34) contains all the information needed to compute
physical quantities such as decay rates or cross-sections. In quantum field theory, the
probability of a state |a〉 to evolve after some time to a state |b〉 is proportional to the
square of the amplitude 〈b|Ŝ|a〉, where Ŝ is the S-matrix which consists of a time ordered
exponential of the interacting Hamiltonian. It is usually treated perturbatively, that is,
the exponential is decomposed into a sequence of terms of increasing powers of the coupling
constants. Each of its terms can be described by one or several Feynman diagrams from
which an amplitude can be calculated using a finite set of rules. The leading order
represents the classical amplitude and the higher orders are quantum corrections. A
common issue when calculating the quantum corrections is the appearance of divergencies.
In the SM though, these divergencies can be reabsorbed in the definition of the coupling
constants at a given scale through a procedure named renormalization [9].

As an example one can consider the action in Equation (1.7) where, for the sake of
simplicity, the spinor field is taken massless. The leading order and the 1-loop Feynman
diagrams for the process ψψ̄ → γ → ψψ̄ are shown in Figure 1.3. The leading order am-
plitude, computed applying the Feynman rules and naming q the exchanged momentum,
is:

MLO = ie2γµ
ηµν
q2
γν

For the 1-loop contribution, one must integrate over the fermion 4-momentum in the loop,
k. The integral is proportional to

∫
d4k/k4 '

∫
dk/k ' ln(k). In order to obtain a finite

result, one introduces a cut-off Λ inside the integral:
∫ Λ

dk/k and the total amplitude
including the 1-loop correction becomes:

M1−loop = ie2γµ
ηµν
q2
γν(1 +

e2

12π2
log

q2

Λ2
) (1.40)
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Figure 1.3: The leading order (left) and 1-loop correction (right) Feynman diagrams for the process
ψψ̄ → γ → ψψ̄ in QED.

One can get rid of this cut-off by trading the coupling present in the action, e, for the
effective coupling eeff at a given scale µ. The equation then becomes:

M1−loop = ie2
effγ

µηµν
q2
γν(1 +

e2
eff

12π2
log

q2

µ2
) (1.41)

As a consequence, the coupling that should be used to calculate a physical process de-
pends on its scale. The variation of the coupling with the scale q is described by the
renormalization group equation which in the present case is given, for 1-loop corrections
by:

d

d log q
e(q) =

e3(q)

12π2
(1.42)

A similar equation holds for any parameter present in the action.
In the SM, the effective couplings gi (i = 1, 2, 3) associated respectively to U(1), SU(2)

and SU(3) are constrained by the equations:

d

d log q
gi(q) = −big

3
i (q)

(4π)2
(1.43)

with [10]

b1 = −4

3
ng −

1

10
nh

b2 =
22

3
− 4

3
ng −

1

6
nh

b3 = 11− 4

3
ng

where ng is the number of generations (3) and nh the number of scalar bosons (1).
One of the important consequences of these equations is the asymptotic freedom of QCD
[11, 12]: because of the sign of b3, g3 weakens at high energy and the quarks can then
be treated as free particles. This feature plays an essential role in the calculation of
cross-sections in hadron collisions.

Equation (1.43) can be also seen as a powerful guide-line for the construction of models
of new physics, since it happens to be very easy to build a theory which is not renormal-
izable which hence, in principle, has to be discarded.
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1.6 Drell-Yan process

Given its importance in this thesis, the Drell-Yan process will be treated in details using
the SM formalism. The Drell-Yan process is defined as the annihilation of a quark-
antiquark pair into a lepton-antilepton pair. This process is described at leading order by
the two Feynman diagrams drawn in Figure 1.4. These two amplitudes are proportional

Figure 1.4: Feynman diagrams contributing to the Drell-Yan process at leading order. The left (right)
diagram corresponds to the annihilation of a qq̄ pair into a photon (a Z boson).

to the fine structure constant α ≈ 1/137.
In the Standard Model, there is actually a third diagram contributing, namely the

production of the Higgs boson (H0) predicted by the electroweak symmetry breaking
mechanism (see diagram in Figure 1.5). However, as described in Section 1.3, the fermion

Figure 1.5: Feynman diagram of the process q + q̄→ H0 → l + l̄ at leading order.

coupling to the Higgs boson is proportional to mf/v where mf is the mass of the fermion
and v is the vacuum expected value of the scalar field (≈ 246 GeV). This leads to an
amplitude proportional to mq(GeV )

246
.ml(GeV )

246
for this diagram.

Since the production rate of each quark depends on its parton density function inside the
hadrons (see Chapter 3):

• the contribution of the proton valence implies that up and down quarks (m < 10
MeV) are produced in larger amounts than the others;

• heavier quarks are harder to be produced because of their mass;

• a top-antitop initial state cannot occur below an invariant mass of 2 ×mt ≈ 350
GeV;

the two first diagrams are dominant by several orders of magnitude and the latter is
usually neglected in the calculation.
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1.7 Partonic cross-section

The diagrams in Figure 1.4 give rise to two matrices termsMγ andMZ and, hence, three
amplitudes terms: |Mγ|2, |MZ |2 and the interferenceMγM∗

Z + c.c.
The cross-section corresponding to the creation of a photon only can be written as14:

dσγ
dΩ

=
e4

(4π)2
Q2
qQ

2
l

1

8s′
[
(1 + cos θ)2 + (1− cos θ)2

]
(1.44)

where s′ is the center-of-mass energy of the partonic process. It can be observed that this
cross-section remains the same for θ → π − θ.

The cross-section corresponding to the creation of a Z boson only can be written as:

dσZ
dΩ

=
e4

(4π)2
Q2
qQ

2
l

1

8s′
|R|2

[
c1,Z(1 + cos θ)2 + c2,Z(1− cos θ)2

]
(1.45)

where

c1,Z = ((g2
Vl

+ g2
Al

)(g2
Vq + g2

Aq) + 4gVlgAlgVqgAq) (1.46)

c2,Z = ((g2
Vl

+ g2
Al

)(g2
Vq + g2

Aq)− 4gVlgAlgVqgAq) (1.47)

and gV and gA are the vectorial and axial couplings associated to the lepton/quark.
Because c1,Z and c2,Z are different, the cross-section is not invariant under θ → π − θ.
The Z boson alone can therefore introduce a forward-backward asymmetry.

The cross-section from the interference can be written as:

dσint
dΩ

=
e4

(4π)2
Q2
qQ

2
l

1

8s′
Re(R)

[
c1,int(1 + cos θ)2 + c2,int(1− cos θ)2

]
(1.48)

c1,int = 2(gVlgVq + gAlgAq)

c2,int = 2(gVlgVq − gAlgAq)

R =

(
1

QlQq sin2 2θW

1

1−M2
Z/s

′ + iΓZ/MZ

)

again not invariant under θ → π − θ.
The total angular differential cross-section, which is the sum of equations (1.44), (1.45), (1.48),

can be finally written as:

dσγ/Z
dΩ

=
e4

(4π)2
Q2
qQ

2
l

1

4s′
[
c1(1 + cos2 θ) + c2 cos θ

]
(1.49)

where

c1 = 1 + 2Re(R)gVlgVq + |R|2(g2
Vl

+ g2
Al

)(g2
Vq + g2

Aq)

c2 = 4Re(R)gAlgAq + 8|R|2gVlgAlgVqgAq
The total cross-section is:

σ =

∫

Ω

dσγ+Z

dΩ
dΩ =

4π

3

α2

s′
c1 (1.50)

where α = e2/(4π).
14The angle θ is defined as the angle between the quark and the negative lepton directions of flight, in the qq center-of-mass

frame.
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1.8 Forward-backward asymmetry

The forward-backward asymmetry is obtained starting from the forward and backward
cross-sections given by σF = σθ<π/2 and σB = σθ>π/2. The forward-backward asymmetry
is then defined by :

AFB =
σF − σB
σF + σB

=
3

8

c2

c1

(1.51)

An isotropic cross-section implies AFB = 0 and the two extreme cases (+1 and -1) cor-
respond to a purely forward/backward cross-section (the lepton is always closer to the
quark/to the antiquark).

This asymmetry strongly depends on
√
s′:

• At low
√
s′ (< 10 GeV) the photon contribution is dominant and the forward-

backward asymmetry is then zero since the photon couples equally to left-handed
and right-handed particles

• In the intermediate region it goes negative (mostly driven by the effect of the globally
negative interference term)

• It’s ≈ zero around the Z peak

• At high energy (above 100 GeV) it becomes a positive constant

This variable is also of special interest in the searches for new physics: the angular
differential cross-section of any spin 1 particle is proportional to (1+cos2(θ))+ 8

3
AFB cos(θ).

The AFB coefficient can therefore be used to distinguish signal from background or to
identify a new signal in case of a discovery of a new particle [13].
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Chapter 2

Theories beyond the standard model

While Chapter 1 introduced the SM of elementary particle physics, this chapter deals with
the description of theories beyond the SM (BSM). Section 2.1 lists the main motivations
that lead to the existence of BSM theories; Section 2.2 describes theories that lead to heavy
resonances that decay to dilepton or diphoton final state1.

2.1 Motivation for new theories beyond the standard model

Despite its enormous success in accurately describing a vast amount of experimental
data, spanning several orders of magnitudes in energy, it is commonly admitted that
the Standard Model only constitutes a low energy approximation of a more fundamental
theory. Indeed, there are some open questions or features which cannot be explained by
the SM, as explained below. Some of them come from experimental observations (dark
matter [14, 15], neutrino mass [16, 17]) some others are limitations of the current theory
(lack of gravity description, convergence of the coupling constants [10]) or aspects dealing
with the internal consistency of the theory (hierarchy problem, free parameters of the
Lagrangian [1]). In more details:

• Gravitational interaction: the fourth fundamental interaction, gravity, is not in-
cluded in the model. Gravity is, by many aspects, very different from the three other
forces and the purpose to establish a common framework describing all of them has
to face several difficulties. The Einstein’s General Relativity (GR) theory shows that
gravity is intimately connected to the space-time geometry which is, in turn, coupled
to the particles energy-momentum tensor via the Einstein’s fields equations: this
makes its integration inside the SM framework subtler than simply adding a new in-
teraction. To combine the quantum theory of the SM with the GR, a quantum theory
of gravity is necessary; this would lead to a new field associated to gravity: a spin 2
particle, called graviton. It can be shown that such a theory is not renormalizable:
loop corrections including gravitons induce ultraviolet divergencies that cannot be
reabsorbed through the renomalization procedure, which is instead adopted in elec-
troweak and chromodynamics theories (see Section 1.5). Finally, the strength of the
gravitational force is much lower than the other ones. Whereas the strong, weak and
electromagnetic forces have similar strengths at the electroweak scale (energies of
O(100 GeV)), the energy at which gravitational interactions becomes relevant is at
the order of the Planck scale of EPl = 1019 GeV, which is defined by the Planck mass,
MPl =

√
~c/G, where G is the gravitational constant. The huge difference between

1In this thesis, the expression “dilepton final state” denotes the decay in electron-positron pairs (e+e−) or muon-antimuon
pairs (µµ̄), while the expression “diphoton final state” denotes the decay in two photons (γγ).
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the electroweak scale and the Plack scale is also known as the hierarchy problem and
is deeply connected to the problem of the fine-tuning of the Higgs boson mass (see
the following point).

• Hierarchy problem and fine-tuning of the Higgs boson mass: after the dis-
covery of the Higgs boson and the measurement of its mass of ≈ 125 GeV all the
ingredients of the SM have been experimentally established. All particles in the
standard model, including the Higgs boson, have a bare mass which is the mass
obtained from the quantum propagator at the lowest order in perturbation theory.
This is not anyway the physical mass, i.e. the mass that can be measured experi-
mentally, because radiative corrections at higher orders coming from loops have to
be considered. As explained in Section 1.5, the renormalization process relates the
properties of the physical quantities (mass, charge, ...) to those of the bare particles,
introducing suitable cut-off parameters in considering higher order correcttions. It is
known [18] that the renormalization procedure corrects the squared bare mass (m0)
of the Higgs boson (H) with an extra term, including higher order corrections, δm2

H

to obtain the physical mass mH:

m2
H = m2

0 − δm2
H (2.1)

where δm2
H includes all contributions from radiative corrections to the Higgs propa-

gator. The main ones2 are those involving top quarks, vector bosons and the scalar
boson itself. The corresponding Feynman diagrams are shown in Figure 2.1, where
the Higgs boson is denoted as h [1].

Figure 2.1: Main divergent contributions to the scalar boson mass predicted by the SM

The integrals corresponding to the amplitude of these processes are divergent, so
a cut-off parameter Λ is introduced. This parameter represents the energy up to
which the standard model can be still considered valid. In principle, one can assume
that the SM is valid up to the Planck scale at which gravitational effects cannot be
neglected. With this assumption Λ would be of the order of ≈ 1019 GeV. The full
calculation gives that δm2

H is proportional to Λ2:

δm2
H ∝ Λ2 ≈ 1038 GeV2 (2.2)

Since mH is ≈ 125 GeV (≈ 102), Equation (2.1) can be rewritten as:

104 GeV2 ≈ m2
0 − Λ2 ≈ m2

0 − 1038 GeV2

which means that m2
0 is of the same order of Λ2 (1038) and that these two terms

cancel with a very high precision to obtain the value of the physical mass. This
mathematical problem, known as fine-tuning, does not invalidate the theory, which
is still consistent. Anyway it seems an unnatural and implausible coincidence that

2This statement is true for any elementary spin 0 boson.
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m2
0 cancels all the loop contributions up to this astonishing, or even miraculous,

precision.
The choice of Λ made in the previous calculation is somehow arbitrary because it is
based on the assumption that the Standard Model is still valid up to the greatest
possible energy, the Planck scale. If a lower Λ is chosen, the cancellation is tuned
to an acceptable level. If, for instance, Λ ≈1 TeV is chosen, the hierarchy problem
is completely solved since the cancellation is of the order of one over ten, which
seems a natural and acceptable value. For this reason, if one accepts the fine-tuning
argument, new physics phenomena at the TeV scale are expected, since at energy
higher than Λ =1 TeV, the SM is not valid anymore.

• Matter content of the universe: astronomical observations show that the visible
content of matter can only be approximately 5% of the total matter and energy
content of our universe. This statement results from several recent cosmological
observations. First, the measured orbital velocities of stars around their galaxy
center [14, 15] is incompatible with the observed matter density in space: the stars
are moving too fast. In order to reconciliate the experimental data with the theory,
the existence of another kind of matter that does not interact via electromagnetic or
strong interactions, the dark matter, has therefore been postulated. A second major
result in cosmology is the discovery that the Universe is in accelerated expansion:
in average galaxies recede from each other and their escape rate increases with the
distance [19, 20]. Putting together these two cosmological results, one can conclude
that the matter/energy content of the universe is made of 5% ordinary matter, 25%
dark matter and 70% dark energy, which is thought to be responsible for the observed
accelerated expansion of the universe, by introducing a repellent force (negative
pressure). The SM does not offer good candidates or explainations for the dark
matter and dark energy problems.

• Neutrino masses: originally, SM neutrinos were assumed massless. The fact that
neutrinos can change from one flavour to another implies that they must have non-
zero mass differences [16, 17] and that their mass eigenstates are different from their
flavour eigenstates. A mass term for the neutrinos can, in principle, be added to the
SM as described in Chapter 1, but it is not clear if the small masses that the neutrinos
must have can arise from the same electroweak symmetry breaking mechanism that
is in act for the other SM particles. In fact, even if the addition in the SM Lagrangain
of the term in (1.39) accomplish the purpose to generate, through the electroweak
symmetry breaking mechanism, a mass term for the neutrinos, it appears difficult
to attribute to the same underlying mechanism the generation of masses so different
as the electron and the neutrino ones, which have a difference of several orders of
magnitude.
In particular, the addition of the term (1.39) gives rise to a so-called Dirac mass
term for the neutrino of the form mD(ν̄RνL− ν̄νR), but there exists another possible
contribution to the Lagrangian, which is also invariant under SU(2) × U(1) and is
known as the Majorana mass term:

MM(νRγ
0νR)

The full Lagrangian involving the neutrino fields would then be of the form:

Lν−full = MM(νRγ
0νR) +mD(ν̄RνL − ν̄νR) (2.3)

In the limit whereMM � mD and after diagionalization of the mass matrix one gets,
for each neutrino family, a “light neutrino” of mass m2

D

MM
and a “heavy neutrino” of mass
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MM . Since there are no restriction on the value of MM , this mechanism, known as
the “see-saw mechanism”, achieves the suppression of the mass of the “light neutrino”
even for values of the Dirac mass mD of the order of the electroweak “natural” scale,
i.e. the vacuum expectation value of the Higgs field.

• Free parameters of the SM Lagrangian: the SM contains 19 free parameters,
that have to be measured. The parameters include the charged fermion masses, the
mixing angles and the charge-parity (CP) violating phase of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix, the coupling constants of the three forces, and the mass
and vacuum expectation value of the Higgs boson. However, it is widely believed that
at least some of these parameters should be related to each other from a mechanism
that is not described by the SM. As an example one could consider the different
masses of the quark and lepton generations as arising from a common generation
mechanism in a BSM theory, that has a spontaneously broken symmetry at the SM
scale. The list of parameters is summarized in Table 2.1.

Quantity Symbol Value
Electron mass me 511 keV
Muon mass mµ 105.7 MeV
Tau mass mτ 1.78 GeV

Up quak mass mu 2.3 MeV (µMS=2 GeV)
Down quak mass md 4.8 MeV (µMS=2 GeV)
Strange quak mass ms 95 MeV (µMS=2 GeV)
Charm quak mass mc 1.28 GeV (µMS = ms)
Bottom quak mass mb 4.18 GeV (µMS = mb)
Top quak mass mt 173.5 GeV

CKM 12-mixing angle θ12 12.9°
CKM 23-mixing angle θ23 2.4°
CKM 13-mixing angle θ13 0.2°

CKM CP violating phase δ13 69°
W boson mass mW 80.4 GeV
Z boson mass mZ 91.2 GeV

Strong coupling constant αs 0.119 (µMS = mZ)
QCD vacuum angle θQCD ∼ 0

Higgs boson vacuum expectation value v 246 GeV
Higgs boson mass mH 125.09 GeV [21]

Table 2.1: SM parameters. The quark masses are presented in the renormalization scheme known as MS
[1].

• Convergence of the coupling constants: the SM coupling constants of the elec-
tromagnetic interaction, the weak interaction and the strong interaction have a sim-
ilar value at an energy scale of O(1016 GeV). However, they do not converge to a
single value as shown in Figure 2.2. In order to unify the coupling constants, an
extension of the SM would be necessary in order to modify their evolution above the
electroweak scale.

All these aspects indicate that there must be new physics at a scale beyond the elec-
troweak scale. What is unknown, however, is the energy scale at which this new physics
will manifest itself. Driven by the arguments given while treating the hierarchy problem,
it is believed that there should be new physics at the TeV scale, at which a discovery with
direct searches at the Large Hadron Collider (LHC) could be possible.
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Figure 2.2: Evolution of the SM couplings αi =
g2i
4π as a function of the energy scale [10].

2.2 New massive resonances decaying into dilepton or diphoton
final state

One of the most straightforward ways to observe physics beyond the SM at a hadron
collider would be through an alteration (either a localized excess of events or a distortion)
in the dilepton or diphoton3 mass spectrum at high mass. The study of these final states
is both theoretically and experimentally motivated: from a theoretical point of view,
many BSM models of new physics give rise to high energy lepton/photon pairs in the
final state (see next sections); moreover, at a hadron collider, the background for such
final states is relatively low and this aspect, in combination with the high accuracy of
the lepton/photon reconstruction provided by the CMS detector (see Chapter 5) make
these channels experimentally well under control. In this section, some BSM models
are described to account for the theoretical motivations for the studies presented in this
thesis, while the experimental challenges and results will be trated in details in Chapters
6 and 7. Given the large amount of models, the studies presented in this thesis have
been conceived as model independent searches for any possible signal of a new resonance
which decays to two electrons/photons with a mass above 400/500 GeV. In both cases, the
analysis strategy and the choice of a cut-based event selection (as described in Sections
6.3 and 7.3) rather than a MultiVariate one have been guided by the need to be sensitive
to whichever new particle with different spin hypotheses.

From a theoretical point of view, a new massive resonance that decays in the dilep-
ton/diphoton final state arises in many different types of BSM models such as supersym-
metric models [22] (see Section 2.2.1), extensions of the SM gauge group in the framework
of Grand Unification [23, 24, 25] (see Section 2.2.2), models introducing extra dimen-
sions [26, 27] (see Section 2.2.3). Generically, in the searches for new physics, all particles
that can give rise to a resonance in the dilepton mass spectrum are called Z′, while a spin
2 particle would be generically called “graviton”. There isn’t a widespread agreement in
literature on how to generically indicate a new spin 0 particle: in this thesis, such a new

3In this thesis, two separate analyses will be presented. In particular, Chapter 6 describes in details the analysis targeting
the dielectron final state, which is then combined with the dimuon final state (the analysis of this final state is not treated).
Chapter 7 describes in the details the analysis targeting the diphoton final state.
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particle will be simply referred as a scalar particle X.

2.2.1 Supersymmetry

Supersymmetry [18] is a new type of symmetry of the lagrangian where bosons and
fermions are considered as components of a common super-multiplet. In this theory, any
fermionic (bosonic) field is associated to a supersymmetric bosonic (fermionic) partner:
any rotation in the supermultiplet space, i.e. any mixing of boson and fermion partners,
should leave the lagrangian (hence the action) invariant.

There exist many supersymmetric models: the most simple one, the Minimal Super-
symmetric Standard Model (MSSM) associates a superpartner (SUSY partner) to each
SM particle: every fermion has a SUSY partner particle which is a boson, and vice versa.
The superpartners of fermions, called sfermions are the sleptons ˜̀, the sneutrinos ν̃`
(`=e,µ,τ), and the squarks q̃, all of them having spin 0. The gauge bosons superpart-
ners are the gauginos γ̃, g̃, W̃± and Z̃, all of them having spin 1/2. In this model, the
electroweak symmetry breaking requires the existence of two scalar doublets that will gen-
erate 5 physical fields4. Their superpartners are called higgsinos. In the SM the baryon
number B and the lepton number L are (separetely) conserved quantities defined as

B =
1

3
(nq − nq̄), L = (nl − nl̄) (2.4)

where nq, nq̄, nl, and nl̄ are, respectively, the numbers of quarks, antiquarks, leptons and
antileptons. This is generally not the case in a SUSY model, and in particular not true
for the MSSM model, where terms violating B and L can easily appear in the SUSY
action. To preserve these conservation laws, which are experimentally well verified, a new
conserved quantum number called R-parity (Rp) is introduced as:

Rp = (−1)B−L+2s (2.5)

where s is the spin of the specific particle considered. With this definition all SM particles
have Rp = +1 and all superpartners have Rp = −1.

Supersymmetry is extremely attractive for several aspects. First, it provides an ex-
plaination to the problem of the fine-tuning of the Higgs boson mass since the cut-off
scale Λ up to which the SM would be valid is the scale of the superpartner masses. For
energies compatible with the superpartner masses, the loop corrections to the Higgs boson
mass must also take into account the superpartner corrections. Notably, the corrections
of the bosonic and fermionic superpartners are of different sign with respect to the SM
ones and turn out to exacly cancel out the SM divergent contributions. In order to avoid
issue of naturalness for the Higgs boson mass, the supersymmetric particles cannot be
much heavier than 1 TeV. Moreover, it could be pointed out it is somehow unnatural that
the SM symmetry group is described by the direct product of three different groups: it
would be indeed more natural a descriptions in terms of a bigger group reducing to the
SM group after a certain symmetry breaking mechanism. In this respect, supersymmetric
theories motivate extensions of the SM gauge group (discussed in the next section), in
order to include particles and SUSY partners in a super-multiplet. Finally, supersymme-
try provides a natural dark matter candidate: if R-parity is conserved then the lightest
suuperparticle must be stable, since decays of superparticle into ordinary SM particles
would not be allowed.

4This can be simply understood by counting the degrees of freedom. Two complex doublets have 8 degrees of freedom:
three of them are absorbed by the gauge fields W and Z that acquire mass, leaving with 5 degrees of freedom associated to 5
“Higgs bosons” fields. This 5 “Higgs bosons” are usually parametrized in terms of two CP-even neutral scalars, one CP-odd
neutral pseudoscalar and a pair of charged Higgs bosons. In general, any model with more than one complex doublet is
said to have “non-minimal Higgs sector”.
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However, more complicated scenarios of supersymmetry allow violation of the R-parity
[22] and make possible the decay of the “sneutrinos” into two leptons, with the interesting
feature that the couplings to the lepton generations are, in general, not identical.

2.2.2 Grand Unified Theories

As pointed out in Section 1.2, the “building principle” that leads to the final SM action
is the request of invariance under local transformations belonging to a certain symetry
group. The SM gauge group GSM , however, has a very peculiar structure coming from the
direct product of three different gauge groups, being GSM = SU(3)c × SU(2)L × U(1)Y ,
which is felt as unnatural. Various BSM scenarios re-interpret the SM group GSM as the
“residuum” of a larger gauge group that broke down5 at low energy, in a way that can be
thought analogous to what happens already in the SM for the SU(2)L×U(1)Y → U(1)em.
Many of these models have the tantalizing feature of unifying the three gauge couplings
g1, g2 and g3 into a single fundamental coupling6: conceptually this would imply that all
fundamental interactions included in the model have one common root. In the SM, the
running of the coupling constants of the three forces makes them “almost to converge” at
one value at high energy, without really crossing each other in one single point (see Figure
2.2). It is thought therefore, that the introduction of a larger symmetry group G modifies
the couplings in such a way to unify them in one point at a certain scale, called GUT
(from grand unified theories) scale: at EGUT the three running gauge coupling constants
of the SM gauge group become equal, while for energies E � EGUT the fundamental
gauge group G is broken to retain the SM symmetry GSM . During the process of the
fundamental group symmetry breaking, extra U(1) groups can easily appear, introducing
new neutral gauge bosons. If their mass lies in the TeV range and they couple to quarks
and/or leptons, it should be possible to produce them and detect them at the LHC.

On the other hand, the Achille’s heel of these theories is that they predict the decay
into a positron and a neutral pion of the proton7, which is instead a stable particle or,
more precisely, its lifetime is quantified to be τp > 1033 years [1]. In particular, the proton
decay is mediated by the exchange of gauge bosons with a mass O(EGUT ). Hence, to
be consistent with the present experimental limits on τp, the grand unified scale must be
EGUT > 1015 GeV. Such an energy is much larger than electroweak scale (O(100 GeV))
and in meantime 3-4 orders of magnitude smaller than the Planck massMPl, where gravity
is expected to become as strong as the other interactions: the effects of gravity can be
neglected in GUTs.

In the following the first GUT model, based on the SU(5) symmetry group, will be
shortly described focusing the attention on its limitations and how this limitations can
be solved in a more sophisticated SO(10) model; the more exotic E6 models will then be
described.

The SU(5) model and its extension to SO(10)

As shown by H. Georgi and S.L. Glashow in 1974, the smallest gauge group which can
contain the SM is G = SU(5) [28]. It embeds SU(3)c × SU(2)L × U(1)Y and the matter
particles representations in the following way:

• For each generation, the three color states of the right-handed down quarks and the
charged and neutral left-handed leptons are grouped into a multiplet transforming

5The specific symmetry breaking mechanism depends on the specific BSM model and won’t be treated in details in this
thesis.

6Note that, even in these models, gravity is never taken into account.
7It is sort of the analogue of the β decay of the neutron described in the electroweak theory.
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according to the 5̄ representation of SU(5).

• For each generation, the three color states of the right-handed and left-handed
up quarks and left-handed down quarks plus the right-handed charged leptons are
grouped into a multiplet transforming according to the 10 representation of SU(5).

• The gauge sector is composed of 24 bosons: the 12 SM gauge bosons plus 12 exotic
gauge bosons. This feature can be easily predicted by counting the degrees of freedom
(dof) characterizing the symmetry group: a SU(n) group has (n2− 1) dof . The SM
has hence 12 dof : 8 gluons coming the SU(3)c group, 3 W s coming from SU(2)L
and 1 B coming from U(1)Y . A SU(5) model will have instead 52 − 1 = 24 dof ,
manifesting as 24 gauge bosons.

• The fundamental scale, where the three SM couplings are unified into a single cou-
pling is O(1016 GeV).

In particular, the last statement, EGUT = O(1016 GeV), is a consequence of the
renormalization equations of the three couping constants, once the SU(5) prediction of
sin2 θW =0.375 (at the unification scale) is taken into account. In 1974, when the model
was proposed, the prediction sin2 θW =0.375 was compatible with the experimental results
and this model became very popular among physicists. Unfortunately, the latest measure-
ments have significantly lowered the uncertainties on the θW value and sin2 θW =0.375 is
now ruled out. This, in turn, implies that the simplest SU(5) model do not show the con-
vergence of g1, g2 and g3 to a single value8, finally presenting a similar “misbehaviour” with
respect to the SM one. The desidered convergence of the couplings can still be achieved
in supersymetric extensions of the SU(5) model, such as the MSSM already introduced
in the previous section (see Figure 2.3).
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Figure 9: Evolution of the SU(3) × SU(2) × U(1) gauge couplings to high energy scales,

using the one-loop renormalization group equations of the supersymmetric generalization
of the Standard Model.

in excellent agreement with the experimental value (55). Apparently, supersymmetry re-
pairs the difficulty that the Standard Model has in linking in a simple way to grand

unification. The running coupling constants extrapolated from the experimental values
(52) using the supersymmetric renormalization group equations are shown in Figure 9.

Of course it is not difficult to simply make up a model that agrees with any previ-

ously given value of B. I hope to have convinced you that the value (117) arises naturally
in grand unified theories based on supersymmetry. By comparing this agreement to the

error bars for B quoted in (55), you can decide for yourself whether this agreement is
fortuitous.

3.5 The rest of the supersymmetric Standard Model

I will now complete the Lagrangian of the supersymmetric generalization of the
Standard Model. First, I must write the Lagrangian for the vector supermultiplet and

then I must show how to couple that multiplet to matter fields. After this, I will discuss

some general properties of the resulting system.
The vector multiplet (Aa

µ,λa) containing the gauge bosons of a Yang-Mills theory

and their partners has the supersymmetric Lagrangian

L = −1

4

(
F a

µν

)2
+ λ†aiσµDµλ

a +
1

2
(Da)2 , (118)

where Dµ = (∂µ − igAa
µt

a) is the gauge-covariant derivative, with ta the gauge group

generator. In order to write the interactions of this multiplet in the simplest form, I have

introduced a set of auxiliary real scalar fields, called Da. (The name is conventional; please
do not confuse them with the covariant derivatives.) The gauge interactions of a chiral

multiplet are then described by generalizing the first line of (103) to

L = Dµφ
∗
jD

µφj + ψ†
j iσ

µDµψj + F †
j Fj

−
√

2ig
(
φjλ

Tatacψj − ψ†tacλ∗aφj

)
+ gDaφ†taφ . (119)
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Figure 2.3: Evolution of the coupling constants α1 = 5
3
g21
4π , α2 =

g22
4π and α3 =

g23
4π versus the energy scale of

the process Q obtained with the renormalization group equations for the supersymmetric generalization
of the SM (MSSM model) [10].

Coming to the Achille’s heel of the theory, the requirement of the stability of the proton
is not fulfilled neither by the standard SU(5) model nor by its supersymmetric extensions.

8In the context of SU(5) theories the SM g1 gets re-defined as g1 =

√
5

3
gY .

30



CHAPTER 2. THEORIES BEYOND THE STANDARD MODEL

In both cases, the exotic bosons imply the proton decay into a positron and a neutral
pion and, even if this decay is suppressed, the predicted half time is ≈ 1029 years, several
orders of magnitude smaller than the experimental lower limits.

Nevertheless, in the last decades, the SU(5) model has been used as the starting point of
a series of new models that could instead handle the experimantal observations about the
proton stability. The most famous example is the SO(10) model, proposed by H. Fritzsch
and P. Minkowski in 1975 [29]. The SO(10) model groups all matter particles belonging
to the same generation into a single multiplet and has the nice feature to predict an half
time for the proton decay which is not in contradiction with the experimental results.
Moreover, in the SU(5) model the new physics scale is O(1016 GeV), and so is the mass
of the new gauge bosons: there is therefore no hope to produce them at the LHC. For
a larger group, the situation would be different. For istance, the breaking scheme for
SO(10) is:

SO(10)→ SU(5)× U(1)χ → GSM × U(1)χ (2.6)

where χ denotes the charge associated to the extra U(1)χ group, leading to a new “photon-
like” field, analogous to the SM B field associated to the SM U(1)Y group. While in the
previously discussed SU(5) model, the mass of the new bosons must be of the order
O(1016 GeV), there is no contraint on the breaking scale for this U(1)χ group and it
might happen in the TeV range. Therefore, particles coming from SO(10) theories could
be discovered at the LHC.

The E6 models

Other frequent choices for gauge groups able to embed SU(5) lie on the exceptional E6

group. The symmetry breaking scheme is the following one:

E6 → SO(10)× U(1)ψ → SU(5)× U(1)χ × U(1)ψ → GSM × U(1)χ × U(1)ψ (2.7)

It is generally assumed that only one linear combination of the U(1)χ and U(1)ψ groups
is relevant at the TeV scale:

Z′(θE6) = Z′ψ cos θE6 − Z′χ sin θE6 (2.8)

Each value of the mixing angle θE6 (simply referred as θ from now on), free parameter
of the theory, corresponds to a U(1)θ group and leads to a different Z ′ phenomenology.
Some specific models are:

• Z′ψ (θ=0) that only interacts through axial-vector couplings with the fermions (see
Table 2.2) is predicted by superstring theories [30].

• Z′χ (θ = −π/2), corresponding to a pure U(1)χ group.

• Z′η (θ = arccos
√

5/8), also suggested by superstring theories [30]

• Z′I (θ = arccos(
√

5/8) − π/2), that does not couple to up quarks and only couples
to left-handed down quarks and right-handed leptons (see again Table 2.2).

Sequential standard model

Another model which is taken under consideration is the so-called Sequential Standard
Model (SSM) [23]. This model predicts a new boson Z′SSM heavier than the Z boson,
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but with the same SM couplings to fermions and gauge bosons. This is often used as a
benchmark model for experimental Z′ searches and not considered as a realistic scenario.

The Z′ couplings to up quarks, down quarks and charged leptons are given in Table
2.2 for the presented models, where notably any Z′ deriving from E6 does not present
vectorial coupling with the up quark.

Model cuV cuA cdV cdA clV clA
Z′ψ 0 0.300547 0 0.300547 0 0.300547
Z′η 0 0.380165 -0.285124 0.095041 0.285124 0.095041
Z′χ 0 0.073458 -0.416249 -0.342792 0.416249 -0.342792
Z′I 0 0 0.620752 -0.620752 -0.620752 -0.620752

Z′SSM -0.227388 0.592979 0.410183 -0.592979 0.044592 -0.592979

Table 2.2: Vector (cV ) and axial (cA) couplings of the Z′ boson to up quarks (u), down quarks (d) and
the charged leptons (l) for various E6 models. For comparison, the Z′SSM couplings, which are identical
to the Z boson couplings are also given.

In case of the discovery of a new particle, in order the characterize its properties, one
can note that each set of couplings induces a particular forward-backward asymmetry, as
illustrated in Figure 2.4 [13], which shows the AFB as a function of the dilepton invariant
mass for various Z′ models of 500 GeV of mass. As expected, for a Z′ψ which couples
the same way to left-handed and right-handed particles, the asymmetry is null at the
resonance mass.

with predictions. The asymmetry at the Z itself is small
@3,16# and rapidly varying with lepton pair mass. If an elec-
tron or positron initially in the Z peak loses energy through
undetected radiation, it can appear to belong to a lower-mass
pair.
The observation of an asymmetry at lepton pair masses

above the Z is much less dependent on radiative corrections.
Here, as we shall see in Sec. III and has been shown in Ref.
@2#, the asymmetry is expected to be large and slowly vary-
ing with pair mass. With a few hundred lepton pairs antici-
pated above a mass of 125 GeV/c2, there should be no prob-
lem in measuring the predicted ;50% asymmetry to about
10% of its value. Thus effects of new physics should be at
least this large to be observable.
An order-of-magnitude estimate is possible on the basis of

the amplitude ~5! and the couplings ~2!. The extra factor of
x[sin2uW in g

u

2 relative to gZ
2 occurs for any Z8 coupling to

a U~1! charge. For a lepton pair mass of 125 GeV/c2, the
fractional effect on the scattering amplitude is no larger than
x(125 GeV/c2/MZ8)

2, or a couple of percent for
MZ85400 GeV/c

2. In the next section we shall illustrate this
estimate with some explicit examples.

III. EFFECTS OF A 500 GEV Z8

We assume MZ85500 GeV/c
2, beyond the published

mass limits @15#, and calculate the expected forward-
backward asymmetries in f f̄!e2e11••• for f5u ,d ,m .
~The most convenient formalism for incorporating parton-
level results into a calculation with up-to-date structure func-
tions and realistic detector acceptance is given in Ref. @5#.
The case f5m is relevant for the process e2e1!m

2
m

1 at a
next-generation linear collider.! The results are shown in
Figs. 1–3.
In these figures the first point to note is the relative insen-

sitivity to a 500 GeV Z8 of physics at or below 200 GeV.
This is in part a feature of our assumption that the standard

Z and the Z8 are very weakly mixed with one another, and in
part stems from the relatively weak coupling assumed for the
Z8.
When the lepton pair mass approaches MZ8, the charac-

teristic interferences differ substantially from one another for
various kinds of Z8. These patterns can be very helpful in
diagnosing the nature of a new neutral gauge boson @5#.
The asymmetries in uū!e2e1 are the same for the stan-

dard model and when a ZI is added, since that boson does
not couple to u quarks. The asymmetries when a Z

c

is added
are very small at the pole, since a Z

c

couples purely axially
to the ordinary quarks and leptons.
The most likely place where asymmetries due to a Z8 will

first be observed is at the pole mass. Accordingly, in Fig. 4
we have shown the asymmetries for f f̄!e2e1 at a suben-
ergy of 500 GeV due to a Z8 of mass 500 GeV/c2, param-
etrized by the angle u in Eq. ~1!. Also shown is the ratio

FIG. 1. Parton-level forward-backward asymmetries for
uū!e2e1. Solid line: standard model. Dashed line: 500 GeV/
c2 Z

x

added. Dotted line: 500 GeV/c2 Z
c

added. A ZI does not
couple to u quarks and does not change the standard model predic-
tion.

FIG. 2. Parton-level forward-backward asymmetries for
dd̄!e2e1. Solid line: standard model. Dashed line: 500 GeV/
c2 Z

x

added. Dotted line: 500 GeV/c2 Z
c

added. Dot-dashed line:
500 GeV/c2 ZI added.

FIG. 3. Same as previous figure for m

2
m

1!e2e1.

1080 54JONATHAN L. ROSNER

Figure 2.4: The forward-backward asymmetry for the uū → ll̄ (left) and dd̄ → ll̄ (right) processes, as a
function of the center-of-mass energy for the SM (solid line) and various models of Z′ at M = 500 GeV:
Z′ψ (dotted line), Z′χ (dashed line) and Z′I (dot-dashed line). The latter does not couple to up quarks and
is therefore absent in the left plot [13].

2.2.3 Extra dimensions

Theories involving additional spatial dimensions represent a different class of models.
They all emerged as solutions to the gauge hierarchy problem explaining the weakness of
the gravitational force compared to the other forces by allowing the spin 2 graviton, as
the carrier of the gravitational interaction, to propagate in the extra dimensions, while
the other fields of the SM must remain “confined” in the usual 4-dimensional spacetime.
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Gravity is only “perceived” as weak in the 4-dimensional world since the overlap of the
wave functions of the SM particles with the graviton is small.

Large extra dimensions: ADD model

One of the first solutions of the hierarchy problem involving extra spatial dimensions was
proposed by Arkani-Hamed, Dimopulous and Dvali [31], and it is known as ADD model.
In this section, it will be shown that this model leads to the existence in the universe of
large extra dimensions (LED) and it is then also known as the LED model. The central
idea behind this model is the observation that, while the electroweak scale has been
experimentally tested at distances of the order of 1/MEW , the gravitational force is far
from being explored at distances of 1/MPl ∼ 10−33 cm, while in reality it has never been
tested for distances below ≈ 100 µm [32]. In particular, the fact that the gravitational
strength between two masses decreases as the inverse of their distance squared is a direct
consequence of the existence of only three spatial dimensions: the ADD theory hinges on
the existence on n extra dimensions, with a radius smaller than 100 µm to account for
the experimental tests. At this point, to account for the observed weakness of gravity
compared to electroweak interactions, gravity has to be the only fundamental interaction
able to propagate in the extra dimensions: the SM fields are “trapped” inside the 4-
dimensional world, while gravitons are the only particles freely propagating in the whole
space (called bulk). This reasoning leads to the idea of abandoning the interpretation
of MPl as a fundamental energy scale, but rather as an “effective” one, while the real
fundamental scale is the one in the 4 +n dimensions MPl(4+n). The two scales are related
by the simple expression:

M2
Pl ∼Mn+2

Pl(4+n)R
n (2.9)

where R is the radius of the extra dimensions (assuming all the extra dimensions share
the same radius).

If this assumption is true, the gravitational potential for two test masses m1 and m2

placed at a distance r � R can be calculated writing Gauss’ low in (4+n) dimensions as:

V (r) ∼ m1m2

Mn+2
Pl(4+n)

1

rn+1
(2.10)

while for distances � R, the 1/r law holds, since the gravitational flux lines no longer
propagate in the extra dimensions, but the usual potential given by:

V (r) ∼ m1m2

M2
Pl

1

r
(2.11)

is replaced by:

V (r) ∼ m1m2

Mn+2
Pl(4+n)R

n

1

r
(2.12)

applying the Equation (2.9).
Moreover, this approach could be able to elude the hierarchy problem by requiring:

MPl(4+n) ∼ 1 TeV

Combining this request with the necessity to reproduce the observed strength of gravity
leads to a condition for the size of the extra dimensions:

R ∼ 10
30
n
−17cm× (

TeV

MEW

)1+ 2
n (2.13)
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The case with n = 1 corresponds to R ∼ 1011 m, which would imply deviations from
Newton’s law at distances on the scale of the Solar System (the Earth’s orbit has a radius
of ∼ 1.5× 108 km), at which it is well established. For n = 2, the value of R is ∼100 µm,
just at the verdge of the experimental limits. Hence the number of extra dimensions
must be n ≥ 2. Table 2.3 shows the corresponding extra dimension size for 1 to 6 extra
dimensions.

n R(m) R(eV−1)
1 1011 m 5× 1017 eV−1

2 100 µm 0.5 meV−1

3 1 nm 5 keV−1

4 3 pm 15 MeV−1

5 100 fm 0.5 MeV−1

6 10 fm 0.05 MeV−1

Table 2.3: Radius of the extra dimensions in the ADD model to solve the hierarchy problem as a function
of the number of extra dimensions. The radius R is expressed in terms of distance and energy units.

ADD dimensions are said “large” because their radius is in the range meV−1 −MeV−1

for n ≤ 6, well above the TeV length lTeV = 1TeV−1. One observable effect of LEDs is due
to a virtual graviton acting as a propagator the processes shown in Figure 2.5, which result
in the production of a photon pair in the final state9. In this case, the graviton-induced

Figure 2.5: Feynman diagrams for virtual graviton production through qq̄ in s-channel (left) and gluon-
gluon fusion (right). In both cases, the graviton decays in the diphoton final state.

diagram interferes with the analogous SM diagrams and results in an enhancement of the
invariant mass spectrum of the diphoton system, particularly at high masses. Since the
graviton can propagate into the extra dimensions, it can also have momentum components
in the extra dimensions. On the other hand, from the 4-dimensional point of view, the
4-dimensional components of such (4 + n)-momentum appear as “mass”. More precisely,
since the momentum is quantized, in the 4-dimensional world there will appear a series
of excited states called Kaluza-Klein (KK) towers. The mass shift ∆m between two
consecutive states is:

∆m ∼ 1/R

For MPl(4+n) masses in the TeV range and two extra dimensions, this mass difference
between the KK excitations is so small that physics following this model would not appear
as single resonances but as a continuous distortion of the measured diphoton/dilepton
invariant mass spectrum.

9Phenomenologically, gravitons preferentially decay into two gauge bosons, such as photons, rather than into two leptons,
because the graviton has spin 2, and so fermions cannot be produced in an s wave function.
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Kaluza Klein excitations of the gauge bosons. In addition to the large extra dimensions of
the ADD model, it is possible to add other smaller extra dimensions, with R ∼ 1 TeV−1,
where the graviton but also the SM gauge bosons are allowed to propagate. This scenario
would lead to a complete different phenomenology: the KK modes in fact would be spaced
every few TeV in mass and the first would be the only one likely to be visible at the LHC.

Warped extra dimensions: the Randall-Sundrum model

A closer look at the geometric solution for the hierarchy problem proposed by ADD
reveals one flaw: the discrepancy between MPl and MEW is not really removed, it is
moved elsewhere. In fact, a result of compactifying the extra dimensions on a circle with
a radius of R is a new hierarchy between the electroweak scale, and the compactification
scale 1/R. This inspired a different approach, proposed by Randall and Sundrum [27],
with only one extra dimension10 with its inverse radius11 1/rc = 1019 ∼ MPl GeV (in
order to eliminate the “flaw” of the ADD model) and non-trivial geometry. The authors
propose a set-up with the extra dimension, denoted by the coordinate φ ∈ [−π, π], which
is compactified on an orbifold (circle with the additional condition (x,φ)=(x,−φ)). The
two fixed points of the orbifold (φ = 0, π) hold the three “standard” spatial dimensions.
As for the ADD model, the full space is often called the bulk, while a subset with p
dimensions is denoted as p-brane; the usual 3 spatial dimensions are then referred to as
the 3-brane, or even the φ = π-brane12. The 5-dimensional action for the gravity sector
is given by:

Sgravity =

∫
d4x

∫ +π

−π
dφ
√
−G

{
−Λ + 2M3

Pl(5d)R
}

(2.14)

where G is the determinant of the 5-dimensional metric Gµν , Λ is the cosmological con-
stant, MPl(5d) is the 5-dimensional Planck mass, and R the 5-dimensional Ricci scalar.

The solution of the Einstein’s equations in such 5-dimensional space, if one requires
to satisfy the 4-dimensional Poincaré invariance, is an anti-de Sitter (AdS5) space with
non-factorizable geometry, given by the metric:

ds2 = e−2krc|φ|ηµνdx
µdxν + r2

cdφ
2 (2.15)

where k is the AdS5 curvature parameter, rc is the compactification radius, xµ are the
standard 4-dimensional coordinates and ηµν is the 4-dimensional metric tensor. This
metric has two important consequences:

• The 5-dimensional and 4-dimensional Planck masses are related by:

M2
Pl =

M3
Pl(5d)

k
(1− e−2krcπ) (2.16)

MPl and MPl(5d) are therefore close to each other for k ∼ A/rc, with A a positive
number “not too big”, of order O(1− 10).
This request is compatible with the fact that, in order to solve the SM hierarchy
problem via imposing its scale of validity Λπ ∼ 1 TeV, one can infer from

Λπ = MPle
−krcπ

a value of krc = A ∼ 10.
10There are indeed other versions of the model with more than 1 extra dimension, but they won’t be treated in this

section.
11The radius is called rc in this section to avoid confusion with the Ricci scalar R also present in the equations.
12As explained before, given the periodic conditions of the space, φ = π and φ = 0 are indistinguishable.
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• Assuming that the SM fields are confined to the brane located at φ = π, the elec-
troweak energy scale v, or any physical mass m in the φ = π-brane is exponentially
suppressed compared to the 5-dimensional mass m0:

m = e−krcπm0 (2.17)

Hence, in the Randall-Sundrum approach, there is only one fundamental scale, that being
the Planck scale, since:

MPl ∼MPl(5d) ∼ m0 ∼ 1/rc ∼ 1019 GeV

KK graviton excitations in this model have significantly different properties than in
the case with large extra dimensions. The interactions of matter fields with the graviton
towers are given by the lagrangian [33]

L = − 1

MPl

Tαβh
(0)
αβ −

1

Λπ

Tαβ
∞∑

n=1

h
(n)
αβ (2.18)

where hαβ are the graviton fields, Tαβ is the energy-momentum tensor of the matter fields,
and Λπ is the coupling parameter, introduced earlier, being ∼ 1 TeV. As can be seen from
the lagrangian, while the massless zero-mode of the graviton couples with 1/MPl strength
(as for the ADD case), the coupling of the KK excitations is comparable to 1/Λπ. The
masses of the KK modes are:

mn = kxne
−krcπ (2.19)

where xn is the n-th root of the J1 Bessel function. Such KK gravitons would show up
in collider experiments as individual resonances in the high tail of the diphoton/dilepton
mass spectrum13, as the mass difference between two consecutive states is expected to
be around 1 TeV. The Randall-Sundrum model phenomenology is governed by two free
parameters: the mass of the first graviton excitation m1 and the normalized curvature
parameter c, defined as c = k/MPl, sometimes also denoted as k̃.
A different approach used in order to define the graviton model under consideration uses
the ratio between the natural width of the graviton and its mass, denoted as Γ/M . This
is the approach followed in Chapter 7.

2.2.4 Status of the searches at the end of LHC RunI era

This thesis will only deal with the results coming from the analyses of the second period
of data taking (RunII) of the LHC collider, which started in the second half of 2015, after
a long shut-down period of approximately 2 years (see Chapter 3).

However, the hunt for new heavy particles that could decay in the dielectron/diphoton
final state did not start at the LHC. Direct searches in the high mass tail of both dielectron
and diphoton mass spectra have already been conducted at the Tevatron. The CDF and
D0 collaborations excluded a Z′SSM in the dielectron channel below 963 GeV and 1023
GeV respectively [34, 35]. A search for KK graviton decaying in two photons has been
also performed by the CDF [36] experiment, excluding graviton masses up to 459 GeV
and 963 GeV depending of the parameters of the models. Morevoer, both CDF [37] and
D0 [38] set a lower limit of ≈ 1050 GeV on the mass of a Randall-Sundrum graviton (in
the scenario c = 0.1) combining the dielectron and diphoton channels.

Finally, given the amount of publications, the results from the first period of data
taking (RunI) at the LHC are presented divided per decay channel:

13As exposed earlier, a graviton preferentially decays in the diphoton final state.
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• Dielectron final state: The ATLAS and CMS collaborations published results from
pp collisions at

√
s = 7 TeV [39, 40], at a combination of

√
s = 7 TeV and early 2012√

s = 8 TeV [41], and at
√
s = 8 TeV [42, 43]. Searches targeting signals from large

extra dimensions have also been performed both by ATLAS [44] and CMS [45, 46].
Table 2.4 lists the lower limits obtained separately in the dielectron and the dimuon
final states, and the combined dielectron and dimuon lower limits for the mass of
various heavy resonances, obtained from searches at the LHC with a center-of-mass
energy of 8 TeV and ≈ 20 fb−1 of integrated luminosity.

Lower mass limit [TeV] (Results obtained for
√
s = 8 TeV)

ATLAS
dielectron dimuon combined

Z′ model observed observed expected observed
Z′χ 2.60 2.62
Z′ψ 2.46 2.51

Z′SSM 2.79 2.53 2.87 2.90
GRS(c/MPl = 0.01) 1.28 1.25
GRS(c/MPl = 0.05) 2.25 2.28
GRS(c/MPl = 0.1) 2.67 2.68

CMS
dielectron dimuon combined

Z′ model observed observed expected observed
Z′ψ 2.34 2.39 2.57 2.57

Z′SSM 2.67 2.73 2.90 2.90
GRS(c/MPl = 0.01) 1.25 1.13 1.38 1.27
GRS(c/MPl = 0.05) 2.13 2.12 2.35 2.35
GRS(c/MPl = 0.1) 2.50 2.56 2.73 2.73

Table 2.4: Observed 95% confidence level (CL) limits in the dielectron and dimuon channels separately,
and 95% CL limits in the combined final state, on the Z′ or a Randall-Sundrum graviton GRS mass for
various models, obtained from about 20 fb−1 of

√
s = 8 TeV LHC data, recorded in 2012.

• Diphoton final state: graviton searches in the diphoton final state have been
published by the ATLAS and CMS collaborations at

√
s = 7 TeV [47, 48] and√

s = 8 TeV [49, 50], where the last two referenced searches have been performed in
the "low" energy range by both ATLAS (up to 650 GeV) and CMS (up to 850 GeV).
There is also a more recent search by CMS exploring the high mass range (up to 3
TeV) at 8 TeV [51]. In this last case, specific models have been considered and so
it is possible to quote the excluded mass region in a particular theoretical scenario,
while in the previous searches no specific model was considered and it is only possible
to state the the inspected mass region did not show any significant deviation from
the background only hypothesis. For [51] 95% confidence level limits are set in the
parameter space of the Randall-Sundrum model: masses below 1450 - 2780 GeV are
excluded for the first excited state of the Randall-Sundrum graviton.
Table 2.5 lists the mass range explored in the diphoton final state from searches at
the LHC with a center-of-mass energy of 7 and 8 TeV.

With the increase of the available center-of-mass energy
√
s from 8 TeV of RunI to 13

TeV of RunII, the phase space for a possible discovery have been dramatically increased
(see Chapter 3), hence the possibility for the discovery of a new particle has been consid-
erably improven. The results shown in this thesis are based on the proton-proton collision
data collected by the CMS experiment (see Chapter 4), for an integrated luminosity of
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Experiment Year
√
s (TeV) L (fb−1) Mass range (GeV)

ATLAS 2013 7 4.9 142-3000
CMS 2013 7 2.2 200-2000

ATLAS 2014 8 20 65-650
CMS 2014 8 19.7 150-850
CMS 2015 8 19.7 500-3000

Table 2.5: Summary of diphoton searches at the LHC RunI, with the corresponding inspected mass
region.

35.9 (12.9) fb−1 for the dilepton (diphoton) final state from the beginning of the RunII
data taking period (2015) to the end of the 2016 data taking.
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Chapter 3

Physics of proton-proton collisions at
the Large Hadron Collider

In this chapter the design of the Large Hadron Collider will be described as well as the
phenomenology of the proton-proton interactions. While the Large Hadron Collider can
also support lead-lead or lead-proton collisions, the following chapter will describe only the
phenomenology of the proton-proton collisions as they correspond to the dataset analyzed
for the physics results exposed in this thesis.

3.1 The LHC collider

The Large Hadron Collider (LHC) [52] is a proton-proton (pp) accelerator and collider
installed in the same circular underground tunnel occupied until the year 2000 by the
Large Electron Positron collider (LEP)1. The tunnel is located at approximately 100 m
below the level of the ground2, under the Geneva area, and has a circumference of 26.7 km.
Due to the need of achieving higher center-of-mass energy, pp proton beams replaced the
electron and positron beams used for LEP. In fact, in a circular collider of radius R,
the energy loss per turn due to the synchrotron radiation is proportional to (E/m)4/R,
where E and m are respectively the energy and mass of the accelerated particles: the
use of protons, due to their higher mass compared to electrons, implies a smaller energy
loss from synchrotron radiation. A pp collider was preferred to a pp̄ collider because it
allows to reach higher event rates. The low anti-proton production efficiency (105 protons
are needed to create an anti-proton via the reaction pp→ pppp̄) and larger time needed
to accumulate them would make almost impossible to achieve the required statistics of
events needed in the search for new physics at the LHC. This in turn excludes the pp̄
collider configuration, where a common vacuum and magnet system are used for both
circulating p and p̄ beams, as it was done for example at the Tevatron: to collide two
counter-rotating proton beams opposite magnetic dipole fields are required with separate
vacuum chambers. Because of the limited size of the tunnel inherited from the LEP era,
the LHC uses twin bore magnets instead of two separate rings of magnets.

The LHC ring is divided in eight arcs and eight straight sections, four of them host
various equipment needed for the accelerator while in the other four the two beams are
brought into collision at the four interaction points (IPs), where the four main experiments
of the LHC are located:

1In this latter case, electrons and positrons were accelerated and brought in collisions.
2The closest point to the surface is at 45 m, while the deepest one is at 170 m.
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• CMS (Compact Muon Solenoid) [53], which will be described in greater details in
Chapter 4, is a general-purpose detector with a large program of physics analyses;

• ATLAS (A Toroidal LHC ApparatuS) [54] covers the same physics objectives as CMS
while exploiting different technical solutions, including a large toroidal magnet;

• LHCb (Large Hadron Collider beauty) [55] studies matter-antimatter asymmetry via
CP violation, through studies involving b quarks;

• ALICE (A Large Ion Collider Experiment) [56] is designed to address the physics
of the quark-gluon plasma at extreme values of energy density and temperature in
nucleus-nucleus collisions.

ATLAS and CMS analyze completely independent datasets and, since they exploit
completely different technical implementation, their respective results can cross-check
each other and be combined to increase the precision of the measurements.

The existing CERN infrastructure, shown in Figure 3.1, is used for injecting the protons
into the LHC.

Figure 3.1: The CERN accelerator complex.

In particular, protons are produced starting from a duoplasmatron, which is an ion source
where a heated cathode emits electrons, which in turn ionize a hydrogen gas, forming a
plasma. An electric field confines the plasma, while an electrode extracts the protons
from it. Protons are first accelerated in a linear accelerator, the LINAC2, until they reach
an energy of about 50 MeV. They are then injected in a circular accelerator, the Proton
Synchroton Booster (PSB), where they reach an energy of 1.4 GeV, before entering the
Proton Synchrotron (PS). In the Super Proton Synchrotron (SPS), the proton energy
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increases from 26 to 450 GeV, and the protons are then injected in the LHC, where they
are finally accelerated to their final energy (3.5 TeV in 2011, 4 TeV in 2012, 6.5 TeV in
2015 and 2016). Three to four cycles of the PS synchrotron are needed to fill the SPS,
whereas twelve cycles of the SPS are required to fill the LHC. The total injection time
is about twenty minutes, and about twenty additional minutes are needed to increase
the beam energy from 450 GeV to 6.5 TeV. When completely filled, the LHC nominally
contains 2808 bunches of approximately 1011 protons.
Once inside the LHC, the protons are accelerated by sixteen radiofrequency cavities,
while 1232 niobium-titanium superconducting dipole magnets ensure the deflection of the
beams generating a magnetic field up to 8.3 T; quadrupole magnets are used to collimate
the beams. The superconducting magnets used to bend the protons trajectory operate
at a temperature below 2 K, obtained with a pressurized bath of superfluid helium at
about 0.13 MPa. Three vacuum systems are also part of the LHC architecture: the beam
vacuum (10−10 to 10−11 mbar at room temperature), the insulation vacuum for helium
distribution (about 10−6 mbar) and the insulation vacuum for cryomagnets (about 10−6

mbar).
The machine is designed to achieve an energy per proton of 7 TeV, which would result in
a design center-of-mass energy of

√
s = 14 TeV. The time between two bunch crossings in

any IP is 25 ns, which means a bunch space ≈ 7.5 m along the beam axis. Neverthless,
not all the design parameters has been reached in the operations: in particular the center-
of-mass energy of 14 TeV has not been achieved yet. In the years 2010 and 2011 the LHC
operated with proton beam energies of 3.5 TeV. In 2012, the beam energy of 4 TeV was
reached, resulting in a proton-proton center-of-mass energy of 8 TeV and a bunch spacing
of 50 ns. This first LHC running period is called RunI and won’t be considered in this
thesis.
Starting from spring 2013, the LHC went through a shut down period of about 2 years
to allow consolidation and upgrade of numerous machine systems. In July 2015 LHC
started to collide proton beams with a center-of-mass energy of 13 TeV (LHC running
period called RunII). After a short period of 50 ns operation (Run2015B), the machine
collected data with a bunch spacing of 25 ns in both 2015 and 2016. The LHC will continue
operate at 13 or 14 TeV center-of-mass energy until 2018. A second long shutdown (LS2)
is planned in 2019 and 2020, while RunIII will extend until 2023. After the Phase-1,
which includes RunI, RunII and RunIII, the Phase-2 should extend the data taking up
to approximately 2037. The integrated luminosity (see next section) collected in Phase-1
is expected to reach 300 fb−1, while 3000 fb−1 should be collected by the end of Phase-2.
An overview of the LHC schedule up to 2021 is presented in Figure 3.2.

Figure 3.2: The LHC schedule up to year 2021.
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Luminosity

An important parameter used to quantify the performances of a collider is the instanta-
neous luminosity L. Given the event rate Ri of the process i, defined as the number of
events occurring per unit of time, one can write:

Ri =
dNi

dt
= σi × L (3.1)

where σi is the cross section of the process i and L is the machine instantaneous
luminosity. The instantaneous luminosity depends only on machine parameters and can
be written as:

L =
N1N2nbfrev

A
(3.2)

where N1 and N2 are the number of particles in the two colliding bunches, A is the overlap
area of the two bunches in the transverse plane with respect to the beam direction, nb is
the number of bunches in each beam, and frev is the revolution frequency of the bunches
(with a design value of 11245 Hz). At the LHC, N1 = N2 both equal to the number of
protons per bunch Np (≈ 1011) and, since the area of overlap is difficult to be measured,
for a Gaussian-shaped beam distribution L can be rewritten as :

L = N2
pnbfrev

γ

4πεnβ∗
F (3.3)

where γ is the relativistic Lorentz factor, εn is the normalized transverse beam emittance
(with a design value of 3.75 µm), β∗ is the so called betatron function at the IP, and F is
the geometric luminosity reduction factor due to the crossing angle at the IP.

The maximum number of bunches per beam and the revolution frequency are defined
by the circumference of the LHC. Hence, in order to get as many events of interest as
possible, on can either increase the number of particles in a bunch or focus the two beams
on a smaller area.

The summary of the the design values for the LHC machine parameters can be found
in Table 3.1. During collisions the number of particles in the bunches, and thus also the

Parameter Design
Center-of-mass energy

√
s 14 [TeV]

Luminosity L 1034 [cm−2s−1]
Bunch spacing 25 [ns]
Number of bunches nb 2808
Number of protons/bunch Np 1.15×1011

Emittance εn 3.75 [µm]
β∗ at the IP β∗ 0.55 [m]

Table 3.1: Machine parameters (design values) of the LHC.

instantaneous luminosity, decreases exponentially from the initial peak luminosity and
after several hours of data dating the instantaneous luminosity L tends to decrease so
much that it is more efficient to abort the fill and refill the machine with new beams
instead of taking data at very low luminosity. The peak luminosity of the LHC for both
2015 and 2016 is shown in Figure 3.3.

If L is the instantaneous luminosity, L is the integrated luminosity, where L is inte-
grated over time. The integrated luminosity for all the pp fills taken during 2015 and
2016 is shown in Figure 3.4.
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Figure 3.3: Peak luminosity delivered during day for 2015 (left) and 2016 (right) as measured by the
CMS experiment [57].
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Figure 3.4: Cumulative offline luminosity versus day delivered to (blue), and recorded by CMS (orange)
during stable beams for pp collisions at 13 TeV center-of-mass energy in 2015 (left) and 2016 (right) [57].
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3.2 Phenomenology of proton-proton interactions

The phenomenology of proton-proton interactions have peculiar characteristics that have
to be taken into account both in the machine design and at analysis level:

• The proton is a composite particle whose valence quarks are two up-type quarks and
one down-type quark. The rest mass of the valence quarks added together makes
up about 1% of the total proton mass of 938.3 MeV. The quarks are in fact held
together inside the proton by gluons that are interacting with them and exchanging
the colour charge. However, at higher loop order the gluon exchanged between two
quarks can interact with other gluons in the proton or produce a quark-antiquark
pair that annihilates shortly afterwards. Such quarks and antiquarks produced from
gluons are called sea quarks. Both valence and sea quarks are generally referred to
as partons, the inner constituents of the proton.

• There are two possible kinds of proton-proton interactions: soft and hard collisions.
In soft collisions only a small momentum is transferred and particle scattering at
large angle is suppressed. The final state particles have small transverse momentum
(∼ 102 MeV), so that most of them escape down the beam pipe. The other possible
scenario is when two of the proton partons take part in the interaction (referred to as
hard interaction) with high transferred transverse3 momentum. From now on, only
hard collisions will be considered. The corresponding cross sections are several order
of magnitudes smaller than those of the soft interactions, as depicted in Figure 3.5.

• The elementary cross section associated to a given hard interaction involving a parton
a and a parton b is estimated using the QFT prescriptions described in Chapter 1. In
order to estimate the total cross section of the process though, one needs to know also
the probability of finding such partons in the colliding protons and their momentum
distribution. For this purpose, see the description of the parton distribution functions
in Section 3.2.1.

• Before or after the two partons interact with each other, they can radiate other
gauge bosons. This radiation of particles is called initial state radiation (ISR) when
it happens before the hard interaction, and final state radiation (FSR) if it occurs
with the decay products of the hard interaction.

• All the observed hadrons are colorless, hence if the final state of a hard interaction
contains particles that carry a colour charge (like e.g. quarks), they have to form new
particles re-arranging their colour structure in order to become colour neutral. This
process is called hadronization and results in showers of particles that form a cone
along the initial particles direction which are called jets. The only exception is the
top quark, which has a lifetime shorter than the timescale at which the hadronization
takes place and, therefore, decays before it can hadronize. After the hard interaction,
the remnants of the two protons are not colour neutral anymore and have to hadronize
as well, forming jets that fly along the beam axis (underlying event, whose produced
hadrons carry in general small transverse momenta). The hadronization process is
currently described only phenomenologically through various models, among which
the most commonly used is the Lund string model [59].

• Finally, the fact that the LHC bunches are made of many (≈ 1011) protons leads
to what is called pile-up in the event, due to the presence of several proton-proton
interactions besides the one of interest (see Section 3.2.2).

3Everywhere in this thesis, transverse is defined with respect to the beam directions.
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Figure 3.5: Cross section of SM processes as a function of the center-of-mass energy of proton proton
collisions. The vertical lines mark the center-of-mass energies of the Tevatron (1.96 TeV) and the LHC
(7,8 and 13 TeV) [58].
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3.2.1 Parton distribution functions

The parton distribution function (PDF) is the probability density to find a parton p
carrying a fraction x of the longitudinal proton momentum of a proton (see note made for
Equation 3.4). The PDF depends on the squared four-momentum Q2 transferred in the
collision and is labeled as fp(xp, Q2). PDFs are different for gluons, valence quarks and
low-momentum sea quark-antiquark pairs of all flavours and depend on the energy scale at
which the interaction between the partons takes place: in particular for interactions with
“high exchanged momenta” where a shorter distance scale is probed, the contributions of
gluons and sea quarks become dominant.

PDFs don’t come directly from first-principles criteria, hence must be experimentally
measured. Currently they are essentially extracted from the study of lepton-hadron colli-
sions such as those provided by HERA [60, 61]. Once the PDF have been measured at a
given Q2, it can be extrapolated at another energy using the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) evolution equation [62, 63, 64]. Different sets of PDF exist
provided by different collaborations, such as CTEQ [65, 66], MSTW [67] or NNPDF [68]:
As an example MSTW parton distribution functions are shown in Figure 3.6 for two dif-
ferent values of Q2 and superimposing the PDFs of the different quark flavors and gluons.
The bump around x = 0.1 visible for up and down quarks in both left and right plots of
Figure 3.6 corresponds to the contribution of the valence quarks.
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Figure 3.6: Parton density functions multiplied by the fraction of the total momentum carried by the
parton (xf(x,Q2)), including the 1 standard deviation uncertainty bands, for two different invariant
momentum transferred Q2=10 GeV2 (left ) and Q2=104 GeV2 (right) [67].

While the total center-of-mass energy carried by the pp system is
√
s, the effective

center-of-mass energy of the hard scattering
√
ŝ is given by the following relation:

√
ŝ =
√
xaxbs (3.4)

where xa and xb are the fractions of the longitudinal momentum of the proton carried
by the interacting partons4 a and b. To probe physics at a certain energy scale, the Q2

value has to be in the range of the squared effective center-of-mass energy (ŝ) of the
hard scattering, which corresponds to the squared invariant massM2 of the system of the
interacting particles. From Equation (3.4) this means that to study physics at the TeV
scale with a collider reaching

√
s = 13 TeV, the average x of the partons has to be around

0.1. From the corresponding PDF in Figure 3.7 (Q2=(1000 GeV)2) it can be seen that at
such values the up quark and down quark contents show an excess over the other quarks,
which means that the interactions are dominated by the valence quarks and the gluons.

Once the PDFs are known at a given Q2, the total proton-proton cross section is
computed as the convolution of the elementary cross section and the PDFs, integrated
over all the possible elementary processes (also known as factorization theorem [70])
giving rise to the considered final state. Figure 3.8 clearly shows that the RunII data
taking at 13 TeV is expected to benefit from a significant increase in the cross section of
the production of heavy resonances due to the fact that the ratio between the PDFs in
the two scenarios

√
s = 13 TeV and

√
s = 8 TeV (end of RunI scenario) is greater than

1. For example, for a resonance of mass ≈ 2.5 TeV (from qq̄ production mode) there is a
factor ≈ 10 between the 13 TeV scenario and the 8 TeV scenario [71]. This fact can make
the discovery of a new TeV scale particle possible with a few fb−1 of integrated luminosity
and strongly motivates the searches for new physics at high mass.

4This is true in a fast moving frame, also referred to as “infinite momentum frame”.
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Figure 3.7: PDFs for different partons in a proton, obtained with the CT10 parametrisation [65] where
the Q2 is chosen for physics studies at the TeV scale. The plot was generated with the specific tool from
the HepData project [69].

Figure 3.8: Ratio of LHC parton luminosities between 13 and 8 TeV [71].

3.2.2 Pile-up

More than one independent proton-proton interactions can take place simultanously in a
bunch crossing at the interaction point. The interaction of two protons forms a primary
vertex, from which the particles that were created in the interaction originate.
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The number of primary vertices created on average depends on the beam parameters, e.g.
the number of particles in a bunch and how small is the focusing area of the bunches.
In 2012 this number has been measured by the CMS experiment and, on average, corre-
sponded to 21 interactions per bunch crossing as shown in Figure 3.9 [57]. Similar plots
for 2015 and 2016 have not been published yet by the CMS collaboration, but they are
derived at analysis level and available in the Sections 6.1 and 7.1.
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Figure 3.9: Luminosity recorded as a function of the mean number of interactions per bunch crossing in
the CMS experiment in 2012 [57].

The presence of many primary vertices per bunch crossing presents a challenge for the
event reconstruction, since the particles originating from different primary vertices are
superimposed in the detector.
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Chapter 4

The CMS detector

This chapter describes the general concepts of the Compact Muon Solenoid (CMS) exper-
iment. Its design is briefly exposed starting form the innermost region to the outermost
one. Given its importance in the context of this thesis, more details are given concerning
the electromagnetic calorimeter (ECAL), while less information are provided for the other
subsystems.

4.1 Overall concept

The Compact Muon Solenoid (CMS) is one of the two general purpose experiments taking
data at the LHC, the other one being ATLAS (A Toroidal LHC ApparatuS). After the
discovery of the Higgs boson (see Section 1.3) achieved in 2012 by the ATLAS [4] and CMS
[5] experiments, the main goal of the two collaborations become the search for new physics
beyond the standard model, either via direct discovery or via precision measurements of
already known particles and phenomena [72]. The CMS detector has a cylindrical shape
with an total length of 28.7 m, 21.6 m of which make the main cylinder with a diameter
of 15 m, and the rest of the length coming from the forward calorimeter. The total
mass is 14000 t. CMS is made of several layers of detectors, designed to identify and
detect the different SM particles and cover most of the 4π solid angle. One of its peculiar
feature is the presence of a 3.8T superconducting solenoidal magnetic field. In order to
achieve good momenta and energy resolution, the tracking detector (Tracker) and the
two calorimeters, both the electromagnetic (ECAL) and the hadronic one (HCAL), are
located inside1 the volume of the magnetic field (13m-long, with 5.9m of inner diameter).
The muon chambers are instead located outside the volume of the magnet, whose return
field is large enough to saturate 1.5m of iron, allowing four muon stations to be integrated
so to ensure robustness and full geometric coverage. The overall layout of CMS is shown
in Figure 4.1.

Before moving to the description of the CMS subdectors, the coordinate conventions
is described in the following section.

4.2 Coordinate conventions

The origin of the coordinate system adopted by CMS is centered at the nominal collision
point inside the experiment, while the y-axis points vertically upward, and the x-axis
points radially inward, toward the center of the LHC ring. The coordinate system is
shown in Figure 4.2. The azimuthal angle φ is measured from the x-axis in the x-y plane.

1Most of the HCAL is inside the magnet, with an outer detector (HO) located outside the coil (see dedicated section).
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Fig. 1: Schematic view of the CMS Detector showing its main components. 
 
The 66 million silicon pixels and 9.3 million silicon strips, forming the tracker, are used to determine 
the trajectories of charged particles. The multilayer silicon detectors provide accurate tracking of 
charged particles with excellent efficiency, especially important for the high-pileup conditions at the 
LHC. The magnetic field curves the trajectories of charged particles, allowing the measurement of 
their momenta. The track-finding efficiency is more than 99% and the uncertainty in the 
measurement of transverse momentum, pT, (projection of the momentum vector onto the plane 
perpendicular to the beam axis) is between 1.5% and 3% for charged tracks of pT ~100 GeV. By 
extrapolating tracks back towards their origins the precise proton-proton interaction points, or 
collision vertices, can be determined. Decay vertices of long-lived particles containing heavy-quark 
flavors, such as B-mesons, can similarly be identified and reconstructed. Such “b-tagging” is 
particularly useful in searches for previously unobserved particles, such as the Higgs boson. 
 
The electromagnetic calorimeter (ECAL) absorbs photons and electrons. These produce showers 
of particles in the dense crystal material, which yield scintillation light detected by photo-detectors 
glued to the rear faces of the 75,848 crystals. The amount of light detected is proportional to the 
energy of the incoming electron or photon, allowing their energies to be determined with a 
precision of about 1% in the region of interest for the analyses reported here. Since electrons are 
charged particles they can be discriminated from photons by matching the ECAL signal with a track 
reconstructed in the tracker.  
 
Hadrons can also initiate showers in the ECAL, but they generally penetrate further into the 
detector, reaching the hadron calorimeter (HCAL) surrounding the ECAL. The measurements of 
particle energies in the HCAL are not as precise as those of the ECAL but are well adapted to the 
needs of the CMS physics program. 
 
The solenoid is surrounded by a large detector system that identifies and measures momenta of 
muons. It comprises three different types of gas-ionization detectors that enable muon momenta to 

SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000A

PRESHOWER
Silicon strips ~16m2 ~137,000 channels

SILICON T"CKERS
Pixel (100x150 μm) ~16m2 ~66M channels
Microstrips (80x180 μm) ~200m2 ~9.6M channels

MUON CHAMBERS
Barrel: 250 Dri$ Tube, 480 Resistive Plate Chambers
Endcaps: 468 Cathode Strip, 432 Resistive Plate Chambers

FORWARD CALORIMETER
Steel + Quartz %bres ~2,000 Channels

STEEL RETURN YOKE
12,500 tonnes

HADRON CALORIMETER (HCAL)
Brass + Plastic scintillator ~7,000 channels

CRYSTAL 
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating PbWO4 crystals

Total weight
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Overall length
Magnetic %eld

: 14,000 tonnes
: 15.0 m
: 28.7 m
: 3.8 T

CMS DETECTOR

Figure 4.1: An exploded view of the CMS detector.

Figure 4.2: Coordinate system adopted by CMS.

The polar angle θ is measured from the z-axis.

Two important quantities for the physics analyses are defined in the transverse plane
with respect to the beam direction: the so-called transverse momentum and transverse
energy, denoted by pT and ET respectively. Their importance is given by the fact that the
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interaction between the elementary partons happens with unknown center-of-mass energy
(see Section 3.2) as well as unkown is the total initial energy of the interacting partons.
For this reason the energy conservation rule can be applied only in the plane transverse
to the beams direction. The transverse momentum and transverse energy are computed
according to the following relations:

pT = psinθ (4.1)

ET = Esinθ (4.2)

It is also important to note that particles which escape the detection, for example
neutrinos, leave an imbalance in the transverse plane total momentum, which is quantified
as missing transverse energy, i.e. the negative vectorial sum of the transverse momenta
of all the detected particles in the event:

Emiss
T = −

∑

i

piT (4.3)

Moreover, the center-of-mass may be boosted along the beam direction. This is the
reason why it is useful to use experimental quantities that are invariant under such boosts.

The rapidity is defined as:

y =
1

2
ln
E + pz
E − pz

(4.4)

and has the property of being additive under Lorentz boosts along the z direction, i.e. it is
simply shifted by a constant when subjected to such transformations. For ultrarelativistic
particles (p� m) the rapidity is approximated by the pseudorapidity:

η = − ln tan
θ

2
(4.5)

where θ is again the angle between the particle momentum and the z axis. The pseudora-
pidity can be reconstructed from the measurement of the θ angle and can be also defined
for particles whose mass and momentum are not measured.

The value η = 0 corresponds to the direction perpendicular to the beams direction,
while the limit η = ∞ gives the direction parallel to the beams direction. Usually, the
subdetectors’ regions are defined according the their η value, where the central part (η <
1.5) is called barrel and the outer parts (η > 1.5) are denoted as endcaps.

In the following sections, the CMS subdetectors are described from the innermost
region (the closest one to the nominal interaction point) to the outermost region. The
chapter ends with a short description of the trigger and data acquisition systems.

4.3 Inner tracking system

Placed within the magnetic field, the tracker [73] is the subdetector which is the closest
one to the interaction point. Its purpose is to identify tracks and vertexes in a high track
multiplicity environment. In order to provide good radiation hardness, high granularity
and large hit redundancy to achieve good performances in pattern recognition, the silicon
(Si) technology has been chosen for the whole volume of the tracker (given by a cylinder
of 5.8m length and 2.6m diameter). A global view of the tracker layout is depicted in
Figure 4.3.
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Figure 4.3: A global view of the tracker layout.

The innermost tracker is made of three layers of silicon pixel detectors named Tracker
Pixel Barrel (TPB), ranging from 4.4 cm to 10.2 cm diameters, and two wheels of Tracker
Pixel Endcap (TPE), covering the pseudorapidity range up to |η| = 2.5. TPB and
TPE contain 48 million and 18 million pixels, respectively. The pixels have a size of
100 × 150 µm2.

Thanks to the large Lorentz drift angle in the magnetic field, the measured hit resolu-
tion in the TPB is 9.4 µm in the r − φ plane and 20-40 µm in the longitudinal direction.
The longitudinal resolution depends on the angle of the track relative to the sensor. For
longer clusters, sharing of charge among pixels improves the resolution, with optimal
resolution reached for interception angles of ±30◦.

The silicon strip tracker is placed outside of the pixel tracker. The barrel part of the
strip tracker is divided in the 4 layers of the Tracker Inner Barrel (TIB) and the 6 layers
of the Tracker Outer Barrel (TOB). Coverage in the forward region is provided by the
3 Tracker Inner Discs (TID), and the 9 disks of the tracker endcap (TEC) on each side.
The dimensions of the strips varies between 80 µm in the innermost layers of the TIB,
and 183 µm in the outer layers of the TOB. In the disks the dimension varies between
97 µm and 184 µm. Some of the modules are composed by two detectors mounted back-
to-back with the strips rotated by 100 mrad. These double-sided (stereo) modules will
also provide a measurement in the coordinate orthogonal to the strips. The single point
resolution that can be achieved depends strongly on the size of the cluster and on the
pitch of the sensor and varies not only as a function of the cluster width, but also as a
function of pseudorapidity, as the energy deposited by a charged particle in the silicon
depends on the angle at which it crosses the sensor plane. The measured hit resolution
in the barrel strip detector varies between ∼20 µm and ∼30 µm in the r− φ plane in the
TIB and TOB. The total area of the Si detectors is around 200 m2, providing a coverage
up to η = 2.5. The material budget inside the active volume of the tracker increases from
0.4 X0

2 at η = 0 to around 1 X0 at |η| = 1.6, before decreasing to 0.6 X0 at |η| = 2.5.

2X0 defines the so-called radiation length, i.e. the typical length after which the energy of an incoming electron is reduced
by a factor 1/e only by radiative processes (bremsstrahlung).
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4.4 Electromagnetic calorimeter

The electromagnetic calorimeter [74] plays an essential role in the context of this thesis,
since it is the subdetector devoted to the identification (in combination with the tracker)
and the measure of the energies of electrons and photons. ECAL is a homogeneous
calorimeter of almost 76000 Lead Tungstate PbWO4 scintillating crystals divided into a
barrel and two endcaps, with coverage in pseudorapidity up to |η| < 3.0. A preshower
system is installed in front of the edges of ECAL for π0 rejection3. A 3D view of the
barrel and endcap electromagnetic calorimeter is shown in Figure 4.4.

CMS–ECAL TDR 1   General Overview
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– stabilize the temperature of the calorimeter to ≤ 0.1 °C.

A 3-D view of the barrel and endcap electromagnetic calorimeter is shown in Fig. 1.5.

Fig. 1.5: A 3-D view of the electromagnetic calorimeter.

1.6.1 The barrel calorimeter

The barrel part of the ECAL covers the pseudorapidity range |η| < 1.479 (see Fig. 1.6).
The front face of the crystals is at a radius of 1.29 m and each crystal has a square cross-section of
≈ 22 × 22 mm2 and a length of 230 mm corresponding to 25.8 X0. The truncated pyramid-shaped
crystals are mounted in a geometry which is off-pointing with respect to the mean position of the
primary interaction vertex, with a 3° tilt in both φ and in η. The crystal cross-section corresponds
to Δη × Δφ = 0.0175 × 0.0175 (1°). The barrel granularity is 360-fold in φ and (2 × 85)-fold in η,
resulting in a total number of 61 200 crystals. The crystal volume in the barrel amounts to 8.14 m3

(67.4 t). Crystals for each half-barrel will be grouped in 18 supermodules each subtending 20° in
φ. Each supermodule will comprise four modules with 500 crystals in the first module and
400 crystals in each of the remaining three modules. For simplicity of construction and assembly,
crystals have been grouped in arrays of 2 × 5 crystals which are contained in a very thin wall
(200 µm) alveolar structure and form a submodule.

Figure 4.4: A 3D view of the electromagnetic calorimeter.

4.4.1 Barrel calorimeter

The barrel part of the ECAL covers the pseudorapidity range |η| < 1.479 (see Figure 4.5).
The front face of the crystals is at a radius of 1.29m from the nominal interaction point
and each crystal face has an area of 22× 22mm2 and a length of 230mm corresponding
to 25.8X0. The truncated pyramid-shaped crystals are mounted in a geometry which is
off-pointing with respect to the mean position of the primary interaction vertex, with a
3◦ tilt in both φ and in η directions, in order to avoid the scenario in which a particle
could go right along the separation between two center-pointing crystals. In terms of
η × φ dimensions, the crystal size corresponds to ∆η × ∆φ = 0.0175 × 0.01754. The
barrel granularity is 360-fold in φ and (85 × 2 half barrel)-fold in η, resulting in a total
number of 61200 crystals. The crystal volume in the barrel amounts to 8.14m3 (67.4 t).

3The separation angle between two photons coming from the π0 → γγ decay, in case of a boosted π0, would be small
enough for the two photons to be misintified as only one photon, if both of them go in the same ECAL crystal. Since the
energy release in the preshower is different in case of two collimated photons or only one photon, it offers a handle in order
to solve this ambiguity.

4There are 360 crystals in the φ direction, which means that a crystal covers exactly 1◦ in φ.
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Fig. 1.6: Longitudinal section of the electromagnetic calorimeter (one quadrant).

Table 1.2 summarizes the design parameters. Figure 1.7 displays the total thickness (in
radiation lengths) of the ECAL as a function of pseudorapidity. The crystal-to-crystal separation
across intermodule boundaries is 6 mm (both in η and φ), and results in the radiation lengths
reduction shown in Fig. 1.7.

Thermal regulation will be carried out by two active systems:(i) a specially regulated
cooling circuit which keeps the operating temperature (ambient temperature) of the crystal array
and of the APDs within a tight temperature spread of ±0.05 °C, ensuring adequate thermal
stability; (ii) the power cooling circuit evacuates the heat generated by all power sources in the
supermodule (each supermodule is designed as a separate thermal entity).

Table 1.2: ECAL design parameters

Parameter Barrel Endcaps

Pseudorapidity coverage
ECAL envelope: rinner, router [mm]
ECAL envelope: zinner zouter [mm]

|η| < 1.48
1238, 1750
0, ±3045

1.48 < |η| < 3.0
316, 1711

±3170, ±3900

Granularity: Δη × Δφ
Crystal dimension [mm3] 
Depth in X0

0.0175 × 0.0175
typical: 21.8 × 21.8 × 230

25.8

0.0175 × 0.0175 to 0.05 × 0.05
24.7 × 24.7 × 220

24.7

No. of crystals
Total crystal volume [m3]
Total crystal weight [t]

61 200
8.14
67.4

21 528
3.04
25.2

Modularity
1 supermodule/Dee
1 supercrystal unit

36 supermodules
1700 crystals (20 in φ, 85 in η)

–

 4 Dees
5382 crystals
36 crystals

Figure 4.5: Longitudinal section of the electromagnetic calorimeter (one quadrant).

Crystals for each half-barrel are grouped in 18 supermodules, each subtending 20◦ in
φ. Each supermodule consists of four modules: 500 crystals are located in the first
module and 400 crystals in each of the remaining three ones. For the sake of simplicity in
construction and assembly, crystals have been grouped in arrays of 2×5 crystals, contained
in a very thin (200µm) alveolar structure. Thermal regulation is granted by two active
systems: a specially regulated cooling circuit which keeps the operating temperature
(ambient temperature) of the crystal array and of the APDs (avalanche photodiodes)
within a tight temperature spread of ±0.05 ◦C, ensuring adequate thermal stability; and
the power cooling circuit which antagonises the heat generated by all power sources in
the supermodule (each supermodule is designed as a separate thermal entity).

4.4.2 Endcap calorimeter

The endcap part of the ECAL covers a pseudorapidity range from 1.48 to 3.0. The
design of the endcaps provides precision energy measurement up to |η| = 2.5. Crystals
are however installed up to |η| = 3 in order to extend the energy-flow measurement
in the forward direction. The mechanical design of the endcap calorimeter is based on
an off-pointing pseudo-projective geometry using tapered crystals of the same shape and
dimensions (24.7×24.7×220mm3) grouped together into units of 36 (called supercrystals).
A total of 268 identical supercrystals is used to cover each endcap with a further 64
sectioned supercrystals used to complete the inner and outer perimeter. Each endcap
contains 7324 crystals, corresponding to a volume of 1.52m3 (for a total weight of 12.6 t).
Both endcaps are identical and each endcap detector is constructed using Dee-shaped
sections as seen in Figure 4.6.

Figure 4.7 shows the total thickness (in radiation lengths) of the ECAL as a function
of pseudorapidity. The endcap part also includes the preshower detector (see the specific
subsection). Because of the higher radiation levels in the forward region, the endcaps must
tolerate very large doses and neutron fluences, hence all materials used in this region had
to be chosen with higher radiation hardness. Also the electronics is different between
barrel and endcap for the same reason: avalanche photodiodes (APDs) are employed in
the barrel and vacuum phototriodes (VPTs) in the endcaps.
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requirements for individual crystals will be met by means of the thermal conduit provided from the
rear face of the crystal through the metal inserts to the interface plate and support elements.
Cooling regulation will be provided by a water cooling system installed on the Dee support plate.

Fig. 1.8: A single endcap with Dees apart.

1.6.3 The preshower detectors

The endcap preshower covers a pseudorapidity range from |η| = 1.65 to 2.61. It will be
present from the start of the experiment. Its main function is to provide π0−γ separation. In the
barrel, an optional preshower covers the pseudorapidity range up to |η| = 0.9 to enable
measurement of the photon angle to an accuracy of about 45 mrad/√E in the η direction. This
detector will be built and installed only for the high-luminosity operation, if the activity of the
minimum-bias events seen at LHC start-up shows that additional angular determination is
necessary.

The preshower detector, placed in front of the crystals, contains lead converters (a single
one of 2.5 X0 in the barrel, two converters in the endcaps of a total thickness of 2 X0 and 1 X0
respectively), followed by detector planes of silicon strips with a pitch of < 2 mm. The impact
position of the electromagnetic shower is determined by the centre-of-gravity of the deposited
energy. The accuracy is typically 300 µm at 50 GeV. In order to correct for the energy deposited
in the lead converter, the energy measured in the silicon is used to apply corrections to the energy
measurement in the crystal. The fraction of energy deposited in the preshower (typically 5% at
20 GeV) decreases with increasing incident energy. Figure 1.9 shows the layout of the preshower,
and Table 1.3 summarizes the design parameters.

Figure 4.6: A single endcap with Dees apart.
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Fig. 1.7: Total thickness in X0 of the ECAL as a function of pseudorapidity, averaged over φ. 

1.6.2 The endcap calorimeter

The endcap part of the crystal calorimeter covers a pseudorapidity range from 1.48 to 3.0.
The design of the endcaps provides precision energy measurement to |η| = 2.6. Crystals will
however be installed up to |η| = 3 in order to augment the energy-flow measurement in the forward
direction.

The mechanical design of the endcap calorimeter is based on an off-pointing pseudo-
projective geometry using tapered crystals of the same shape and dimensions
(24.7 × 24.7 × 220 mm3) grouped together into units of 36, referred to as supercrystals. A total of
268 identical supercrystals will be used to cover each endcap with a further 64 sectioned
supercrystals used to complete the inner and outer perimeter. Each endcap contains
10 764 crystals, corresponding to a volume of 1.52 m3 (12.6 t). Both endcaps are identical. Each
endcap detector is constructed using Dee-shaped sections as seen in Fig. 1.8. Table 1.2 summarizes
the design parameters. 

Figure 1.7 shows the total thickness (in radiation lengths) of the ECAL as a function of
pseudorapidity; where the endcap part also includes the preshower detector.

Because of the high radiation levels in the endcaps (see Fig. 1.4) all materials used in this
region must tolerate very large doses and neutron fluences.

The endcap calorimeter will be operated at a temperature close to ambient, which must be
stabilized to within 0.1 °C. The preshower detector mounted in front of the endcaps will be
operated at −5 °C, thus care must be taken to avoid any condensation problems. Cooling
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Figure 4.7: Total thickness in X0 of the ECAL as a function of pseudorapidity, averaged over φ. In the
endcap region, the preshower contribution is also considered [74].

4.4.3 Preshower detector

The endcap preshower covers a pseudorapidity range from |η| = 1.65 to 2.61. Its main
function is to provide π0-γ separation. The preshower detector, placed in front of the
crystals, contains two lead converters of a total thickness of 2X0 and 1X0 respectively,
followed by detector planes of silicon strips with a pitch of < 2mm. The impact position
of the electromagnetic shower is determined by the barycenter of the deposited energy.
The accuracy is typically 300µm at 50 GeV. In order to correct for the energy deposited
in the lead converter, the energy measured in the silicon is used to apply corrections to
the energy measurement in the crystal. The fraction of energy deposited in the preshower
(typically 5% at 20 GeV) decreases with increasing incident energy. Figure 4.8 shows the
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layout of the preshower.

CMS–ECAL TDR 1   General Overview

15

Fig. 1.9: Schematic section through the endcap preshower.

To maintain its performance during the lifetime of the experiment, the endcap silicon
detector has to be operated at –5 °C. Heating films and insulating foam glued on the moderators
guarantee that the external surfaces are kept at the ambient temperature of the neighbouring
detectors.

Table 1.3: Preshower design parameters

Barrel Endcap

|η | − range 0–0.9 1.65–2.61

Fiducial area 17.8 m2 16.4 m2

Si detectors 2880 × 2 4512

Strip pitch / length 1.8 mm / 102 mm 1.9 mm / 61 mm

Electronics channels 92 160 144 384

Operating temperature 12 °C –5 °C

Max. integrated fluence 1.25 × 1013 n/cm2 1.6 × 1014 n/cm2

Max. integrated dose ~ 5 kGy ~ 70 kGy
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foam

cooling
block

Pb
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electronics
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Figure 4.8: Schematic view of a section of the endcap preshower.

To maintain its performance during the lifetime of the experiment, heating films and
insulating foam glued on the moderators guarantee that the external surfaces are kept at
the ambient temperature of the neighboring detectors.

4.4.4 Lead tungstate crystals

The lead tungstate crystals (PbWO4) were chosen for operation at LHC due to their
peculiar characteristics [75]. In particular, the high density (8.3 g/cm3), short radiation
length (0.89 cm) and small Molière radius5 (2.2 cm) results in a fine granularity and a
compact calorimeter (the compactness is a very important parameter due to the fact that
the calorimeters are placed inside the magnetic field and that it’s technically challenging
to achieve a magnetic field, both 3.8 T intense and constant inside the all internal volume).
The scintillation decay time is of the same order of magnitude of the LHC bunch crossing
time: about 80% of the light is emitted in 25 ns, while the light output is relatively low:
about 100 scintillating photons per MeV. The electronics collect about 4.5 photoelectrons
per MeV in both the avalanche photodiodes (APDs) and the vacuum phototriodes (VPTs),
where the higher APD quantum efficiency6 (75% vs 20%) is balanced by their smaller
surface coverage on the back face of the crystal. The crystals emit blue-green scintillation
light with a broad maximum at 420 nm [75].

4.4.5 Energy resolution

The ECAL energy resolution has been parameterized as:

σ(E)

E
=
astoc√
E
⊕ bn
E
⊕ c (E in GeV) (4.6)

5The Molière radius (RM ) defines the lateral development of an electromagnetic shower: a cylinder of infinite length
and radius RM contains ≈ 90% of the shower’s energy.

6The device efficiency to convert a photon in photoelectrons.
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where astoc is the stochastic term, bn the noise, and c the constant term. Figure 4.9
summarizes the different contributions expected for the energy resolution. Terms rep-
resenting the degradation of the energy resolution at extremely high energies have not
been included. The stochastic term includes fluctuations in the shower containment as
well as a contribution from photostatistics. The noise term contains the contributions
from electronic noise and pile-up energy; the former is quite important at low energy, the
latter is negligible at low luminosity. The curve labeled intrinsic in Figure 4.9 includes
the shower containment and a constant term of 0.55%. The constant term must, in fact,
be kept down to this level in order to profit from the excellent stochastic term of PbWO4

in the energy range relevant for the searches for new physics. To achieve this goal, in
situ calibration/monitoring using isolated high pT electrons is performed. The parame-
ters, measured in an electron test beam, for incident electrons of different energies from
20 to 250 GeV, with a 3x3 crystal configuration, considering E in GeV, correspond to
astoc=0.028

√
(GeV ), bn=0.12 GeV and c =0.003.

1   General Overview CMS–ECAL TDR

8

Fig. 1.3: Different contributions to the energy resolution of the PbWO4 calorimeter.

Angular and mass resolution

The two-photon mass resolution depends on the energy resolution and the error on the
measured angle between the two photons. If the vertex position is known, the angular error is
negligible. However, a contribution of about 1.5 GeV to the di-photon mass resolution (at a mass
of around 100 GeV) is expected from the uncertainty in the position of the interaction vertex, if the
only information available is the r.m.s spread of about 5.3 cm of the interaction vertices. At low
luminosity, where the number of superimposed events is small, the longitudinal position of the
Higgs production vertex can be localized using high-pT tracks originating from the Higgs event.
Studies indicate that even at high luminosity the correct vertex can be located for a large fraction
of events using charged tracks. However, this result depends on the precise knowledge of the
minimum-bias pileup at LHC energies. We thus retain the possibility of inserting a barrel
preshower device consisting of a lead/silicon layer. The information from the preshower, when
combined with that of the crystal calorimeter, could provide the measurement of the photon
direction at high luminosity, with an accuracy of about 45 mrad/√E.

1.4.4 Radiation environment

At a luminosity of 1034 cm–2 s–1 about 109 inelastic proton–proton interactions per
second will generate a hostile radiation environment.

The simulations of the radiation environment use minimum-bias events obtained from the
DPMJET-II event generator. The uncertainty in the estimate of the neutron fluence is about a factor
of 2 due to approximations in the geometrical descriptions of the subdetectors, and somewhat
smaller for the dose in and around the ECAL. All estimates are presented for an integrated
luminosity of 5 × 105 pb–1 assumed to be appropriate for the first ten years of LHC operation.
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Figure 4.9: Different contributions to the energy resolution of the PbWO4 calorimeter. The noise term
contains the contributions from electronic noise and pile-up energy. The curve labelled “photo” describes
the contribution from photostatistics, while the curve labelled “intrinsic” includes the shower containment
and a costant term of 0.55%. The parametrization given in Equation (4.6) re-arrange the 3 contributions
in a slightly different way, including the shower containment and the photostatistics contributions in the
stochastic term astoc [75].

A detailed study of the energy resolution behaviour both at low and high energy region
is crucial in order to describe a reliable signal model in the searches for new physics beyond
the standard model. These studies will be described later in this thesis, in Chapters 6
and 7, where the focus will be the importance in the context of the analyses.
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4.5 Hadronic calorimeter

The design of the hadronic calorimeter (HCAL) [76] is strongly influenced by the choice of
the magnet parameters since most of the CMS calorimetry is located inside the magnet coil
(see Figure 4.11). An important requirement of HCAL is to minimize the non-Gaussian
tails in the energy resolution and to provide good containment and hermeticity. Hence, the
HCAL design maximizes material inside the magnet coil in terms of interaction lengths7.
This is complemented by an additional layer of scintillators, referred to as the hadron outer
(HO) detector, which is installed outside the magnet. Brass has been chosen as absorber
material as it has a reasonably short interaction length (5.15 interaction length in 79 cm),
it is relatively easy to mold and it is non-magnetic. Maximizing the amount of absorber
before the magnet requires minimizing the amount of space devoted to the active medium.
The tile/fiber technology has hence been chosen: it consists of plastic scintillator tiles read
out with embedded wavelength-shifting (WLS) fibers. The photodetection readout is
based on multi-channel hybrid photodiodes (HPDs). The absorber structure is assembled
by bolting together precisely segmented and overlapping brass plates so as to leave space
to insert the scintillator plates, which have a thickness of 3.7mm. The overall assembly
enables the HCAL to be built with essentially no uninstrumented cracks or dead areas in
φ. The gap between the barrel and the endcap of HCAL, through which the services of
the ECAL and the inner tracker pass, is inclined at 53◦ and points away from the center
of the detector. Since the identification of forward jets is very important for the rejection
of many backgrounds, the barrel and the endcap parts, which cover up to |η| < 3.0, are
complemented by a very forward calorimeter (HF), placed at ±11.2 m from the interaction
point, which extends the pseudorapidity range of the calorimetry up to |η| < 5.2. As the
particle flux in this very forward region is extremely high, a radiation hard technology,
using Cherenkov light in quartz fibers was chosen, using steel as an absorber. The HF
detector is also used as a real-time monitor for the luminosity on a bunch-by-bunch basis.

The HCAL baseline single-particle energy resolution is:

σE
E

=
65%√
E
⊕ 5% (4.7)

in the barrel,
σE
E

=
83%√
E
⊕ 5% (4.8)

in the endcaps, and
σE
E

=
100%√
E
⊕ 5% (4.9)

in the forward calorimeter (where E is expressed in GeV).

4.6 Magnet

The design of the CMS magnet, in particular its bending power, was driven by the required
performance of the muon system. The momentum determination of charged particles is
performed by measuring the particles trajectories inside the solenoid. In particular, the
momentum resolution is given by the formula:

∆p

p
= ∆s

8p

0.3BR2
(4.10)

7The interaction length is the equivalent of the radiation length (X0) for hadronic showers, modulo the fact that it’s
generally much bigger, with a factor between 1 to 30 depending on atomic mass number Z of the specific material considered.
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where p = γmv is the particle momentum, B is the magnetic induction, s is the sagitta
and R is the tracker radius. To achieve the goal of the unambiguous determination
of the curvature (hence the electric charge) for muons with momentum of 1 TeV, the
requirement on the momentum resolution is: ∆p/p ∼ 10% at p = 1 TeV. Therefore strong
field and large radius are an efficient approach to reach optimal momentum resolution:
CMS preferred indeed a higher field within a relatively compact space. The solenoid of
the CMS detector produces uniform field in the axial direction, while the flux return is
assured by an external iron yoke with three layers, in between which the muon system
is installed. The superconducting magnet has a length of 12.5 m and a diameter of the
cold bore of 6.3 m. It is made from a 4-layer winding of NbTi (Niobium-Titanium) cable
reinforced with aluminium, weighting a total of 220 t, and kept at a temperature of 4.5 K
with liquid helium. It was designed to produce a field of 4 T but operate at a lower field
of 3.8 T. The magnetic field is generated by a 18 kA current circulation in the cables.
The magnet system stores an energy of 2.5 GJ.

The parameters of the CMS superconducting solenoid are summarized in Table 4.1.

Parameter Value
Field 3.8T
Inner bore 5.9m
Length 12.9m
Number of turns 2168
Current 19.5 kA
Stored energy 2.7GJ

Table 4.1: Parameters of the CMS superconducting solenoid.

4.7 Muon system

The muon system is the outermost of the CMS subdetectors. Its main goals are the iden-
tification of muons, thanks to their high penetrating power8, and a precise measurement
of their momentum, with the help of the information coming from the tracker. The muon
system also works as trigger for events which involve muons and it provides a precise time
measurement of the bunch crossing. The CMS muon system [77] relies on three kinds
of gaseous detectors: drift tubes (DT), cathode strip chambers (CSC) and resistive plate
chambers (RPC). The DT and the CSC provide an excellent spatial resolution for the
measurement of charged particle momentum; the RPC are used for trigger issues because
of the very good timing. The active parts of the muon system are hosted into stations
which are interleaved by the iron layers of the return yoke of the magnet. The longitudinal
view of a quarter of the muon system is given in Figure 4.10. The barrel extends up to
|η| < 1.4, the endcaps up to |η| < 2.4.

Before moving to report in short details the trigger and data acquisition systems, a
schematic view of a transverse slice of the CMS barrel is provided in Figure 4.11, as a
visual summary of what has been presented in the previous sections.

4.8 Trigger and data acquisition

The bunch crossing frequency at the CMS interaction point is 40 MHz (bunch spacing
of 25 ns) while technical difficulties in handling, storing and processing extremely large

8Muons are, in fact, minimum ionizing particles (MIP).
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Figure 4.10: Longitudinal view of one quarter of the CMS muon system.
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Figure 4.11: Schematic view of a transverse slice of the central part of the CMS detector.

amounts of data impose a limit of about 1 kHz on the rate of events that can be written
to permanent storage, as the average event size is about 1 MB. At the LHC nominal
luminosity the total event rate for inelastic interactions is expected to be of the order of
109 Hz while the rate of interesting events is rather small in comparison (see Figure 4.12).
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Figure 4.12: Event cross-sections and rates of selected processes for the LHC design luminosity of 1034

cm−2s−1 as a function of the mass of produced objects [72].

A sophisticated trigger system is then necessary to select events of interest, within a
limited amount of time available for the selection since the bunch crossing time is 25 ns.
This interval of time would not be enough to read out all raw data from the detectors,
and for this reason CMS uses a multi-level trigger design, where each step of the selection
uses only part of the available data. In this way higher trigger levels have to process fewer
events and have more time available: they can go into finer detail and use more refined
algorithms. The two steps of the CMS selection chain are: the first level (L1) trigger,
built from custom hardware, which reduces the rate to a maximum of 100 kHz, and the
high level trigger (HLT), running the CMS reconstruction software on a processor farm,
which performs higher level reconstruction and reduces the rate of events selected by the
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L1 trigger to about 1 kHz before the events are stored on disk.

4.8.1 L1 trigger

The L1 system is built from custom designed, programmable electronics, and is located
underground, both in the service and the experimental caverns. Within a time budget of
3.2 µs, it has to decide if an event is kept or discarded, and transfer this decision back to
the subdetectors, which keep the high resolution data in memory in the meantime. The L1
is divided in a muon trigger and a calorimeter trigger, which classify and rank interesting
event candidates, reconstructed from low resolution data read out from the subdetectors.
The rank of a candidate is determined by energy or momentum and data quality. The
calorimeter and muon triggers do not perform any selection themselves. They identify
“trigger objects” of different types: e/γ (isolated and not), jets and muons. Based on
the input from the muon trigger and the calorimeter trigger, the global trigger calculates
the final trigger decision. Up to 511 trigger algorithms9 can be executed in parallel to
generate a decision. The simplest triggers are in general based on the presence of one
object with an ET or pT above a predefined threshold (single-object triggers) or based on
the presence of two objects of the same type (di-object triggers) with either symmetric
or asymmetric thresholds. Other requirements are those for multiple objects of the same
or different types (“mixed” and multiple-object triggers). The high resolution data from
the inner tracker are not used to generate the L1 decision, which means that there is no
information about the vertices and no distinction between electrons and photons available
at this level.

4.8.2 High level trigger

The goal of the HLT is to reduce the event rate from the maximum L1 output (≈ 100 kHz)
to 600 Hz which is the maximum rate for mass storage. Once the L1 trigger has accepted
an event, the data of this event are transferred from the buffer memory to the surface,
where they are reconstructed in the HLT. The HLT is a special part of the CMS software
and runs on a farm of several thousand processors. Each processor works on the recon-
struction of one event at a time, to get to a trigger decision within 100 ms on average.
Since the time budget for one event is much larger than at the L1 trigger, more compli-
cated algorithms, including tracking, can be executed at the HLT level. Once an event is
accepted, it is stored on disk and fully reconstructed offline at a later time.

The use of standard software techniques and languages makes it possible to benefit from
the continuous improvements in the reconstruction software. In particular the algorithms
used in the HLT, which access data with full resolution and granularity from any part of
the detector, is identical to those used in the off-line reconstruction. However, in order to
discard uninteresting events as soon as possible, the selection is organized in a sequence
of logical steps: the Level-2 and Level-3. The Level-2 uses the full information from
calorimeters and muon detectors (but not tracker) and reduces the event rate by roughly
one order of magnitude. The data from the silicon tracker represent almost 80% of the
event size and require complex and time consuming algorithms for the reconstruction.
For this reason this information is used only during the Level-3 selection.

The HLT consists of approximately 400 trigger paths10, which, starting from the seed
of the L1 trigger, look for different objects and signatures in the event. One trigger path

9The maximum number of L1 algorithms evolved in time. At the beginning of the RunII data-taking this number was
128, the same as in the RunI period, while during the 2016 data-taking, it ranged from 244 up to 305. Further improvements,
deployed at the beginning of 2017, allowed to reach 511 L1 bits.

10If an event is not accepted by a path, it can still be accepted by a different path, or even be accepted by several paths.
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is built from reconstruction modules and filter modules. After some parts of the data are
reconstructed, a filter module decides either the reconstructed objects pass the thresholds
and the next step in reconstruction is started, or the event is not accepted by the path.
In the latter case, the execution of the path is stopped and the following reconstruction
steps and filter steps are not performed to save computation time.

If the acceptance rate is too high (for example in case of a trigger path with very low
thresholds), the trigger path can be prescaled to lower the rate. A prescale value of 10, for
example, means that the path is executed only for 1 over 10 events (randomly chosen to
avoid biases) that were accepted by the L1 trigger and, consequently, the trigger rate for
that path is 10 times smaller. The prescale value for one trigger path has several predefined
levels, depending on the instantaneous luminosity of the LHC machine. During an LHC
fill, the instantaneous luminosity decreases, and the prescale values can be changed during
a CMS run to keep the global trigger rate at an optimal level.

The complete description of the HLT system is beyond the purpose of this thesis and
won’t then be treated in more details.
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Chapter 5

Event reconstruction

The aim of this chapter is to describe the way the information coming from the CMS
subdetectors is combined together to reconstruct physical objects. The electron and photon
reconstruction is described in Section 5.1, the muon reconstruction in Section 5.2, the tau
reconstruction in Section 5.4, the jet and b-tagged jet reconstruction in Section 5.5 and
finally the missing transverse energy reconstruction in Section 5.6. Given the importance
of the electron and photon reconstruction in this thesis, the specific section is treated in
more details.

5.1 Electron and photon reconstruction

The strategies used in CMS to reconstruct electrons and photons have large similarities
due to the similarities of the objects’ signatures in the calorimeters (almost the entire
energy is expected to be deposited in the ECAL in the form of an electromagnetic shower
with a small lateral extension; virtually no deposit in HCAL is expected). The presence
of a track matching or not the energy deposit in ECAL allows one to disentangle between
the two objects. The fact that a photon can convert into electron pairs in the tracker
and that electrons can radiate bremsstrahlung photons, which in turn can convert in
electron pairs, implies however that in both cases the energy of the incident particle can
be distributed between several energy deposits largely spread in the φ direction, in reason
of the bending of the electrons due to the magnetic field of CMS. In some cases, this
feature also makes the electron/photon distinction more difficult and various algorithms
have been developped to identify the primary particle.

This section is organized in the following way: first the common aspects of electrons and
photons reconstruction are presented then the peculiarities of the individual reconstruction
methods are presented.

5.1.1 Energy measurement in ECAL

The electrical signal coming from the photodetectors (APDs and VPTs) is amplified and
shaped by a multi-gain preamplifier (MGPA) [78], which uses three parallel amplification
stages. The output is digitized by a 12 bit Analog-to-Digital Converter (ADC) running at
40 MHz, which records ten consecutive samples and selects the gain with the highest non-
saturated signal. This provides a dynamic range of about 5×104 from the least significant
bit of 35 MeV to a saturation energy of about 1.7 (3.5) TeV in EB (EE). The data consist
of a series of consecutive digitizations, corresponding to a sequence of samplings of the
signal at 40 MHz. A set of 10 consecutive samplings (taken with a time distance of 25 ns)
is readout and used to reconstruct the signal amplitude. Figure 5.1 shows an example of

65



CHAPTER 5. EVENT RECONSTRUCTION

the time sampling for a signal pulse as a function of the time difference (T −Tmax), where
T and Tmax indicate the time of the generic ADC sample and the time corresponding
to the maximum of the pulse shape respectively. The signal pulse is expected to start
from the fourth sample and the baseline pedestal value is estimated from the first three
samples.

Figure 5.1: Pulse shape measured in the ECAL as a function of (T − Tmax) [79].

5.1.1.1 Signal pulse reconstruction

During LHC RunI a digital filtering algorithm was used, where the signal amplitude A
was estimated as the linear combination1 of the N = 10 samples Si:

A =
N∑

i=1

wi × Si (5.1)

where the weights wi were computed in order to minimize the variance of A. A detailed
description of this method (known as “weight method”) can be found in [80].

For the LHC RunII a new ECAL pulse reconstruction algorithm was developed, due to
the requirements of the new data taking conditions, in particular the unprecedented pile-
up conditions (see Section 3.2). Several methods have been investigated to mitigate the
effect of pile-up, maintaining optimal noise filtering [81] and a template fit with multiple
components (known as “multifit method”[79]) was chosen for the RunII data taking.

The multifit algorithm estimates the signal amplitude and up to 9 out of time ampli-
tudes by minimization of the χ2, given by:

χ2 =
N∑

i=1

(
(
∑M

j=1Ajpj)i − Si
)2

σ2
Si

(5.2)

where i runs over the N = 10 samples and j runs over theM ≤ 10 pulse templates pj. The
pulse templates for each crystal were measured from dedicated low pile-up pp collisions

1The simplest method to take the sampling on the maximum as the amplitude measurement was exploited, during the
RunI data-taking, for energies close to the saturation point of the three available amplifiers (see Section 5.1.2).
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Figure 5.2: Two examples of fitted pulses for simulated events with 20 average pile-up interactions and
25 ns bunch spacing, for a signal in the barrel (left) and in the endcaps (right). Dots represent the 10
digitized samples, the red distributions (other light colors) represent the fitted in-time (out-of time) pulses
with positive amplitude. The dark blue histograms represent the sum of all the fitted contributions [79].

data recorded by CMS. The total electronic noise is denoted as σSi and measured from
dedicated pedestal runs, which measured the noise in all three gains of the MGPA in the
absence of signal pulses.

The technique of Non-Negative-Least-Squares [82] is used to perform the χ2 minimiza-
tion of Equation (5.2) with the constraint that the fitted amplitudes must be all positive.
Examples of two fitted pulses in the barrel and in the endcaps are shown in Figure 5.2.
The fit is performed in ≈ 10 ms/event, for events with an average pile-up of 40 and for
25 ns bunch spacing.

The residual contribution of out-of-time pile-up to the energy resolution has been
estimated for the multifit algorithm using simulated samples of unconverted photons. It
is observed to be highly suppressed for signal pulses in both the barrel and endcaps.
The improvement in energy resolution with respect the RunI reconstruction algorithm
for collisions with 25 ns bunch spacing is substantial especially for low pT photons and
electrons, given the larger contribution of pile-up to the total energy estimate, and is still
significant for those at high pT (pT > 50 GeV).

With the amount of statistics collected in the first half of 2016 (∼13 fb−1) an important
issue of the multifit algorithm, known as “slew rate issue”, was exposed. It resulted in
affecting the energy scale of electrons with high transverse momentum up to a maximal
effect quantified to ∼4%. Given the importance of the high-pT region in this thesis, the
issue will be described in the next section, as well as the strategy that has been used in
order to solve it.

5.1.2 Discussion of the ECAL slew rate issue

When converting the analog signals coming from the ECAL crystals to digital signals,
three gains are available with the different gain factors of 12, 6 and 1. When the ADC
(analog-to-digital converter) count reaches its maximum with a given gain, a lower gain
factor is considered (gain switch). At the lowest gain factor (gain 1), the ADC saturates
at an energy of ∼1.7 TeV in the barrel and ∼ 3.2 TeV in the endcaps.
The ECAL electronics showed a non-linear behaviour at the end of each gain range which
results in a distortion of the pulse shape in the case where the ADC switches gains during
the pulse. This happened for electrons and photons having an energy close to the gain
thresholds, for which the signal is too steep for the electronics to be able to follow it (this
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is known as “slew rate”) and, in particular, the 4-th sample (see Figure 5.1) of the pulse
shape was read using a higher gain factor than the correct one. The 5-th sample (see
again Figure 5.1) is instead always read with the proper gain factor, given that the delay
of 25 ns from the 4-th to the 5-th sample is sufficient in order to not be affected by the
slew rate of the electronics. Hence, the events characterized by the presence of a gain
switch from the 4-th sample to the 5-th sample of the pulse shape need a special care.
The multifit algorithm (see previous section) did not take this effect correctly into account
and, for those events only, it turned out to reconstruct a lower amplitude for the pulse
shape, due to an over-estimation of the out-of-time pile-up components, with witch the
fitting algorithm tried to compensate the distortion of the pulse shape. This issue, known
as “slew rate issue” or “gain switch issue”, was not simulated in the Monte Carlo samples,
therefore only electrons/photons in data (and in the barrel) encountering a gain switch
threshold are effected. The events with at least one electron/photon encountering gain 1
switches (ET >∼ 300 GeV) are of course the most problematic ones given the final states
targeted in the analyses described in this thesis, but also the energy of electrons/photons
affected by gain 6 switches (ET >∼ 150 GeV) needs to be treated.

Once the problem has been understood to be due to the multifit algorithm, it was
possible to overcome it simply by reconstructing the energy of the crystals encountering
a gain switch as it was done with the RunI “weight” method, i.e. by simply taking the
maximum sample as the estimate of the amplitude. Figure 5.3 shows the Z peak for
barrel-barrel electron pairs that pass the HEEP selection (see Section 6.3) with at least
one electron having a switch to gain 6 (left) or gain 1 (right) in the 5× 5 crystal matrix
centred on the seed crystal, with the Z mass calculated with the electron energy before
and after the software fix. As can be seen from the figure, in the case without the fix and
expecially in the “gain 1 scenario”, the Z peak is shifted from 91 GeV and a secondary tail
where one of the electrons is grossly misreconstructed appears. With the fix applied, the
Z peak position is recovered to 91 GeV, the resolution improves to expected values and
the tail at 75 GeV disappears, demonstrating the effectiveness of the fix strategy.

Figure 5.3: The Z peak region for barrel-barrel dielectron events where at least one electron has a gain 6
switch (left) or gain 1 switch (right). The electrons are required to pass the HEEP selection. When using
the standard multifit algorithm for gain switched crystals the Z peak is shifted and the mass resolution
is degraded. When using the modified multifit algorithm (standard multifit plus weight method in case
of gain switches) the Z peak is restored to 91 GeV and the mass resolution is significantly improved.

In order to further assess the stability of the software fix as a function of ET, Figure 5.4
shows the Z peak position for barrel-barrel pairs passing the HEEP selection as a function
of the leading electron ET with (blue points) and without (red points) the fix. No gain
switch requirement is applied. It can be seen that there is a remaining drift effect in
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the mass scale as a function of the leading electron ET even when the fix is applied. On
the other hand, the effect is only ≈ 0.5 GeV from 35 to 800 GeV, hence is covered by
the assigned 1% (2%) energy scale systematic uncertainty considered by the diphoton
(dielectron) analysis described in this thesis.

Figure 5.4: The Z peak position for barrel-barrel dielectron events as a function of leading electron ET

using the energy before and after the gain switch fix. The peak position after the fix (blue points and
line) is clearly much more stable as a function of the leading electron ET with respect to the scenario
where the fix is not applied (red points and line).

5.1.3 Clustering algorithms

Electrons and photons deposit their energy over several ECAL crystals. In addition, the
presence of material in front of ECAL causes conversions of photons and bremsstrahlung
from electrons, and the radiated energy is spread along φ by the strong magnetic field
(see Section 4.6). Clustering algorithms are used to collect the energy deposits in ECAL,
including the contributions from the radiated energy. The clustering algorithm takes into
account the correlation in the η − φ plane of the radiated energy due to the combined
effect of the magnetic field and material budget distribution.

In fact, an electron/photon interacting in the ECAL, will deposit in average 94% (97%)
of its energy in a matrix of 3×3 (5×5) crystals around the crystal with the largest energy
deposit, which is denoted as the seed crystal. The material in front of the ECAL has a
thickness between 0.4 and 2 radiation lengths. This means that at η ∼ 0, on average
33% of the electron energy is radiated before reaching the ECAL2 and in the direction
of the largest material budget at |η| ∼ 1.4 the loss is on average 86%. The energy lost
via radiative processes has to be added to the energy deposited by the electron in the
ECAL. This is done by the construction of a supercluster (SC) in the two ways defined
below (two different algorithms are employed for barrel and endcaps). Since the trajectory

2For the photon case, the tipical “conversion length” is related to the radiation length for an electron by a multiplicative
factor of 9

7
.
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of the electron is curved in r−φ plane, the energy deposit in the ECAL barrel coming
from radiated photons is mainly spread in the φ direction. In order to build the SC,
dominoes of 5 × 1 crystals3 in η − φ are produced, extending for 17 crystals (0.3 rad) in
the φ direction around the seed crystal, which must have a transverse energy of at least
1 GeV. If the energy of the domino exceeds a threshold of 0.1 GeV it is grouped with
nearby dominoes to form a cluster. The clusters themselves must have a seed domino
that exceeds an energy of 0.35 GeV to be added to the SC. In the endcaps, the energy
deposit from bremsstrahlung follows a trajectory in η and φ. The energy is collected in
a 5×5 matrix around a seed crystal that has to exceed a transverse energy threshold of
0.18 GeV. Around the seed crystal the energy is collected in 5×5 matrices along roads in η
and φ. These roads have a range of ±0.07 in η and ±0.3 rad in φ around the seed crystal,
and the transverse energy of the 5×5 cluster has to exceed 1 GeV if it is to be added
to the SC. The energy collected in the pre-shower detector situated in front of the 5×5
matrix is also added to the SC energy. The position of the supercluster is computed as
the energy-weighted mean (barycenter) of the cluster positions, whereas its (raw) energy4
Eraw is simply taken as the sum of the energy of all its constituent clusters.

The electron or photon energy is then estimated as:

Ee,γ = Fe,γ

[
G×

∑

i

(ICi × LCi(t)×Ai) + EES

]
= Fe,γEraw (5.3)

where the sum is performed over all the clustered crystals. The amplitude measured in the
i-th crystal is labeled by Ai, while LCi(t) is a time dependent correction that accounts
for time variation of the channel response due to changes in crystal transparency (see
Section 5.1.4.1). The ICi parameter is a relative calibration constant that takes into
account differences in the crystal light yields and photodetector response (see Section
5.1.4.2) and G is a scale factor converting the digital scale into GeV. For clusters in the
endcap region the corresponding energy in the preshower (EES) is added. Finally Fe,γ
is a particle-dependent correction, also denoted as cluster correction, applied to the SC
energy. It accounts for biases in the energy reconstruction related to the geometry of the
detector, the upstream material, and the clustering of energy emitted by bremsstrahlung
or photon conversions. The pile-up dependence of the energy scale and its correlation
with the cluster shape and position is also taken into account by a multivariate algorithm
trained on simulated samples of electrons and photons (giving raise to what is generally
called “electron-tuned regression” and “photon-tuned regression”).

In the following, the methods used to derive the parameters in Equation (5.3) are
described. They are based on in-situ measurements of copious physics processes producing
electrons and photons in the final state: π0, η → γγ, W→ eν, Z→ee.

Also, a definition that will be useful for the future is the ratio of the energy in a
fixed array of 3×3 crystals around the seed crystal over the SC energy without the Fe,γ
correction of Equation (5.3). This variable is called R9 and defined as R9 = E3×3/Eraw:
the R9 variable offers a convenient way to identify electrons with little radiation in the
tracker or unconverted photons, for which a better energy resolution is expected.

5.1.4 Energy calibrations

The ECAL energy calibration workflow [83] exploits different methods and physics chan-
nels to measure the terms entering in the energy reconstructions expressed by Equation

3In order to be considered in the supercluster building procedure, the crystals must have a signal that is 2σ above the
electronic noise level of 80 MeV in the barrel and up to 300 MeV in the endcaps.

4Also denoted as ESC in literature.
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(5.3). The first step consists of correcting for the single channel response time variation.
Once the response of the channels is stable in time, collision events are used to derive
the intercalibration corrections. As final step of the calibration procedure, the absolute
energy scale G is tuned.

5.1.4.1 Corrections for time-dependent response changes

Ionizing radiation induce loss of transparency in the ECAL crystals reducing their mea-
sured response to the deposited energy. This loss in transparency depends on the dose
rate, which varies with η, and a partial recovery of transparency is observed in the absence
of radiation. The changes in transparency are measured and corrected using a dedicated
“laser monitoring” system [84] which injects laser light (λ ∼ 440 nm, close to the peak of
the scintillation light spectrum for PbWO4) into each crystal. One measurement point
per crystal is typically recorded every 30 minutes. The change in transparency (R/R0)
does not directly measure the change in the amount of the scintillation light (S/S0) since
the two have different spectra and the optical photons travel different paths to reach the
photodetectors, but they can be related by a power law:

S

S0

=

(
R

R0

)α
(5.4)

where α ∼ 1.5. The history of the relative response variation measured by the laser
monitoring system in the period 2011-2016 is shown in Figure 5.5.

Figure 5.5: Relative response variation measured by the laser monitoring system ( SS0
) in the period

2011-2016. The response is averaged over the pseudorapidity ranges listed in the legend [79].

The corrections for transparency loss, the LC (laser correction) parameters of Equa-
tion (5.3), are then validated with collisions data, by examining the stability of the recon-
structed invariant mass of π0 decays and using the ratio of E/p for isolated electrons from
W→ eν and Z→ ee decays. In the ratio, E is the energy measured in the calorimeter and p
is the momentum measured in the tracker. Figure 5.6 shows the stability of the E/p ratio
measured from 2015 data (in barrel) before and after the LC are applied. The stability of
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the ratio after corrections is better than 0.1% in the barrel and 0.4% in the endcaps. Any
residual imperfections in the LC (e.g. due to the dispersion in α values between crystals)
are removed by applying additional time-dependent corrections, explained below.

date (day/month)
17/09 24/09 01/10 08/10 15/10 22/10 29/10

R
el

at
iv

e 
E/

p 
sc

al
e

0.92

0.94

0.96

0.98

1

1.02

1.04 with laser monitoring correction
without laser monitoring correction

CMS 2015 Preliminary
 -1 = 13 TeV, L = 2.5 fbs

ECAL Barrel

Mean   1
RMS    0.001537

0 200 400 600

Mean   1
RMS    0.001537
Mean   0.9401
RMS    0.006944
Mean   0.9401
RMS    0.006944

Figure 5.6: History plot for 2015 data of the ratio of electron energy E, measured in the ECAL barrel,
to the electron momentum p, measured in the tracker. The electrons are selected from W→ eν decays.
The projections along the y-axis are shown in the histograms on the right side [79].

5.1.4.2 Intercalibrations and energy scale

Relative calibration of the crystals5 is obtained from LHC collisions data. These inter-
calibration constants (IC) are calculated using several independent methods, and the
resulting constants are combined to provide one number per crystal. The three methods
used to achieve the task are detailed below.

• The φ-symmetry method is based on the equalization of the average energy measured
in different channels located at a constant value of |η|. This method is in fact based on
the assumption that, in minimum bias events, the physics processes are φ-symmetric
and the CMS detector is mainly φ-symmetric too. It employs a dedicated data stream
with reduced event information. The stream records a high rate of events (∼1.5 kHz)
and the method achieves a statistical precision of better than 0.2% (0.4%) in EB
(EE) for a typical LHC fill. The accuracy of the method is limited to few percent by
systematic uncertainties in the distribution of material in front of the ECAL. Since
this uncertainty does not vary with time, the method can be used to track possible
time variations in the IC values. Corrections that account for these variations are
propagated to the final calibration, in time intervals of approximately one month.

• The π0 mass method is based on the reconstruction of the peak in the spectrum of
the invariant mass of unconverted photon pairs from π0 and η decays. The photons
are reconstructed using the energy sum in a 3× 3 matrix of crystals centered on the
crystal with the highest energy deposit, and an iterative method is used to determine
the IC value of each crystal. It employs a dedicated data stream with high rate (∼ 7
kHz) and reaches a precision of 0.5% in the central barrel (|η| < 0.8). This precision
is dominated by systematic uncertainties.

• The E/p method is based on the comparison of the energy measured in the ECAL
to the momentum measured by the tracker for isolated electrons, and an iterative

5The ICi parameters in Equation (5.3).
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procedure is used to extract the IC value for each crystal. The precision in the
central barrel reaches the systematic limit of 0.5%, while for |η| > 1 the statistical
contribution is the limiting factor.

The combined intercalibration was obtained from the mean of the individual intercali-
bration constants at a fixed value of |η|, weighted by their respective precisions. In the
region |η| > 2.5, beyond the tracker acceptance, the E/p method can not be used and the
high pile-up prevents the reconstruction of the invariant mass peak from π0 or η, therefore
only the IC estimate from the φ-symmetry are available. The precision of the different
methods and of their combination is reported in Figure 5.7 for the barrel case; it is at the
level of ∼1.5% in the endcaps.
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Figure 5.7: Precision of the calibration coefficients as a function of |η|, for the barrel. The precisions of
the different methods and of their combination are reported [79].

The calibration of the η rings (η scale) is obtained from the invariant mass of Z→ee
decays, selecting a sample of non-showering electrons. The η scale is set to match the
expectation from Monte Carlo simulations.

Finally, the overall energy scale G is set, separately for EB and EE, such that the
reconstructed Z peak in data matches that in the Monte Carlo.

5.1.5 Energy resolution and scale

The energy resolution for electrons and photons plays a crucial role in many CMS analyses
and in particular for the searches of dielectron and diphoton resonances at high mass.

Figure 5.8 shows the measured energy resolution for electrons from Z→ee decays plot-
ted as a function of |η| for 2015 data. The resolution is affected by the amount of material
in front of ECAL (which increases beyond |η| > 1) and the presence of cracks between
modules (vertical lines in the plot). The resolution is shown for two sets of intercalibration
constants: initial calibration constants derived from prompt reconstruction of 2015 data
(black points) and with calibration constants derived from the re-reconstructed 2015 data
(blue points). Figure 5.8 also shows the resolution expected from Monte Carlo simulations
(red points). The residual discrepancy between data and Monte Carlo is accounted for by
adding in quadrature a constant Gaussian smearing to the electron and photon energies
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in Monte Carlo events. This last point, as well as the energy scale discrepancy between
data and MC, will be treated in details in Chapters 6 and 7 given their major importance
in the analyses presented in this thesis.

Figure 5.8: Relative electron energy resolution unfolded in bins of pseudo-rapidity |η| for the barrel and
the endcaps. Electrons from Z→ee decays are used. The resolution is shown for low bremsstrahlung
electrons (R9 > 0.94 with R9 = E3×3/Eraw). All corrections from Equation (5.3) are applied [79].

Having described the common strategies of electrons and photons energy reconstruc-
tion, in the following the peculiarities of the two objects will be presented.

5.1.6 Electron reconstruction

The peculiarity of the electron reconstruction with respect to the photon recostruction
consists in the required matching between an energy deposit in ECAL and a track in the
tracker, which is of course not required for photons.
More specifically, four steps are involved: the track seed selection, the track building
and the track fitting (the last two are usually referred to as “tracking”) and the track-
supercluster matching. They are described below.

Track seeding

Track seeds for electron tracks, which are the starting point for the electron track re-
construction, are built from doublets or triplets of hits in the pixel detector following two
different approaches: the ECAL driven seeding and the tracker driven seeding [85].
For the ECAL driven seeding, the procedure starts from an ECAL SC, with at least 4
GeV of transverse energy and a veto of 0.15 on the ratio of hadronic energy to SC energy.
The hadronic energy is calculated from the HCAL towers in a cone of ∆R = 0.15 around
the direction of the electron. Hits in the first pixel layer are searched by back propagating
the trajectory from the barycenter of the SC, under both charge assumptions. If a pixel
hit is found in a relatively wide window around the prediction from the back propagation,
the track is refitted starting from the position of the hit and searching for a second hit
in the next layers with a narrower window. If the first two hits are matched with the
prediction from the SC, then the seed is selected.
On the other hand, tracker driven seeds are selected from tracks that were reconstructed
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with the Kalman filter (KF) algorithm [86]. This algorithm is not suited for electrons
that emit bremsstrahlung photons as the curvature of the track changes in that case. All
seeds of KF tracks that match a supercluster in the ECAL and pass a matching criterion
of the ratio between SC energy and track momentum E/p > 0.65 (0.75), having track
momenta 2 < p < 6 GeV (p ≥ 6 GeV), are selected.

Depending on the analysis needs, a seeding strategy could be preferred with respect
to the other. For example in the search for high mass resonances decaying in dielectron
final state, the ECAL driven seeding is required at selection level.

Tracking

Once the track seed has been obtained, the tracking procedure can take place. The
tracking procedure consists of the “track building” outward from the seed, for which the
combinatorial track finder method (CTF) [85] is used (which is an extension of the stan-
dard KF method), followed by the “track fitting” which uses a Gaussian sum filter (GSF)
method [87] in a backward fit. For the track building, starting from the seed, the combi-
natorial track finding algorithm iteratively adds successive layers, using the Bethe–Heitler
(BH) model [88] for the modeling of the electron losses. Owing to the possibility of emit-
ted bremsstrahlung photons, a very loose requirement between the predicted hits and the
found hits is applied. Not more than one layer can have no compatible hit found, and
in case of multiple hits found up to five candidate trajectories are generated per layer.
Since the distribution of the energy loss after the BH model is non-Gaussian, fitting the
track with the KF algorithm that uses Gaussian distributions does not give good results.
For this reason, the GSF algorithm models the BH energy loss distribution as a sum of
six Gaussian distributions with different means, widths and amplitudes. After passing
through a layer, six new trajectory components are generated with the weight according
to the weight of the initial trajectory multiplied by the weight of the Gaussian component
in the BH energy loss distribution estimation. To limit the maximal number of followed
trajectories to 12, the ones with low weight are dropped or merged if they are similar.
Finally, the track parameters obtained have their uncertainty distributed according to the
sum of Gaussian distributions from the trajectory components. For the value of the track
parameter the mode of the distribution is used.

Track-supercluster matching

In order to build GSF electron candidates, a track has to be associated to a SC.
For ECAL driven tracks, the position of the SC is taken as the energy weighted position
and the position of the track is the extrapolated position at the SC from the innermost
track position. The difference should be smaller than 0.02 in the η direction and 0.15 rad
in the φ direction.
For tracker driven tracks a multivariate technique, using a boosted decision tree (BDT),
is used, that combines track observables and SC observables to get a global identification
variable. For a successful matching, the track-SC combination should be higher than a
threshold of this variable.

Charge and momentum measurement

The charge of the electron candidate is defined by the majority of the charge estimation by
three different methods. The first method measures the charge from the curvature of the
GSF track. The second estimate comes from the curvature of the KF track associated to
the GSF track if they share at least one innermost hit. The third charge estimation comes
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from the comparison of the φ direction of the SC position as measured from the beam
spot with the φ direction as measured from the first hit of the GSF track. Simulations
predict a charge mis-identification rate of 1.2% for electrons with a transverse momentum
pT ∼ 35 GeV. The momentum of the electron candidates is measured by combining the
momentum as measured by the tracking procedure with measurements from the ECAL.
The weighting of the two measurements depends on the track parameters and the SC
parameters. For electrons with high energies the precision of the energy measurement
from the ECAL outweighs the one from the tracker, and the transverse momentum of the
electron candidate is defined by the energy measurement from the ECAL SC ESC and the
polar angle of the track at the interaction point θtrack:

pT = ESC sin θtrack (5.5)

Since the transverse momentum measurement for high energy electrons is based on the
energy measurement from the ECAL, it is in the following called ET.

A schematic view of the electron reconstruction procedure, considering also multiple
bremsstrahlung emissions, is shown in Figure 5.9.

Figure 5.9: Schematic view of an electron reconstructed in CMS. The track is reconstructed by the GSF
algorithm taking into account the trajectory kinks due to energetic bremsstrahlung photon emission. The
energy deposits belonging to the emitted photons are collected together to the electron cluster by the
clustering algorithm.

5.1.7 Photon reconstruction

The photon is the simplest electromagnetic object. Any reconstructed SC with pT >
10 GeV is considered as a photon candidate [89]. At this stage each electron is also
reconstructed as a photon candidate since a veto with respect to reconstructed prompt
electrons is applied only at final analysis level, with dedicated photon selections (see
Section 7.3.2). Photon candidates which produce an electron pair (conversion) in the
material upstream ECAL are tagged using an algorithm which searches for conversion
tracks matching the ECAL SC, as will be described in the following subsection.

5.1.7.1 Photon Conversions

Conversion track pairs are reconstructed starting form standard tracks reconstructed as
described before and preselected with basic quality criteria (number of hits in the tracker
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layers greater than 4, χ2
track < 10). Hence opposite-charge pairs are combined together

and asked to satisfy the photon conversion topology. Electron conversion tracks are also
required to have pT > 1 GeV and requested to be matched to a SC, by requiring that
∆R between the track direction and the SC position to be smaller than 0.1. About one
quarter of the events have at least one of the photon reconstructed and selected as a
photon producing electron pairs.

Before concluding the section about electron and photon reconstruction at CMS, it
is worth noting that the final selection of electrons or photons applied at analysis level
includes various other conditions (on the shower shape, on their isolation in the detector,
...) in order to efficiently distinguish them from jets. Several variables are helpful in this
task and can be combined in a set of selection criteria used by the CMS analyses. Two
specific sections are devoted to describe the selection criteria of high-energy electrons and
photons, respectively in chapters 6 and 7.

5.2 Muon reconstruction

The muon reconstruction [77] is obtained using the information coming from the muon
system and the inner tracker. Muon candidates that are reconstructed only by using the
information coming from the muon system are referred to as “standalone muon candi-
dates”, while muon candidates that are reconstructed by combining the information com-
ing from the muon system inwards to the inner tracker are referred to as “global muon
candidates”. Finally, muon candidates reconstructed by combining the information com-
ing from the inner tracker outward to the muon station are referred to as “tracker muon
candidates”. Since the global muon reconstruction algorithm starts from standalone muon
tracks going inwards, it is mostly efficient for muons leaving hits in several muon stations,
while the tracker muon reconstruction is more efficient for low pT muon candidates.

5.2.1 Standalone muon reconstruction

The standalone muon reconstruction aims to reconstruct tracks in the muon system. The
reconstruction of muon tracks in the muon system starts from seeds, generated by the
DT and the CSC (see Section 4.7), which are fitted to produce segments (track stubs).
The track stubs obtained from the seeds are propagated to the innermost muon layer.
From there a first KF pre-filter is used to find track segments in the outward direction.
After the pre-filter, a filtering step, using the same technique, performs a fit in the inward
direction, using the individual hits of the track segments and tighter criteria for the
matching between the projected hit position6 and the hit in the detector. A second
tracking step is done in a similar way but using the hits coming from the RPC (see again
Section 4.7) but without generating track segments in this case. The inclusion of the RPC
measurements improves the reconstruction of low momentum muons and muons that pass
a gap between the DT or CSC detectors.

5.2.2 Global muon reconstruction

The global muon reconstruction begins after the completion of the standalone reconstruc-
tion, by requiring that each standalone track is matched to a compatible track in the
tracker. The process of identify the tracker track to combine with a given standalone

6For the propagation of the trajectory between the muon stations, energy loss from multiple scattering, ionisation and
bremsstrahlung emissions are taken into account via dedicated parametrizations of these effects.
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muon track is referred to as track matching and consists of two steps. The first step is the
definition of a region of interest (ROI) in the track parameter space that roughly corre-
sponds to the standalone muon track, and to select the subset of the tracker tracks inside
this ROI. The determination of the ROI is based on the assumption that the standalone
muon originates from the interaction point.

The second step is to iterate over this subset, applying more stringent spatial and mo-
mentum matching criteria to choose the best tracker track to combine with the standalone
muon. The matching is performed by propagating the muon and the tracker tracks onto
the same plane and looking for the best χ2 value from the comparison of track parameters
in the ROI. This outside-in algorithm is paired with an inside-out identification algorithm,
where candidate tracker tracks are extrapolated to the muon system taking into account
the magnetic field, the average expected energy losses, and multiple Coulomb scattering
in the detector material.

If there is a suitable match between the tracker track and the standalone muon track, a
final fit is performed all over the hits. However it is also possible to combine only a subset
of the hits for the final fit. In particular, choosing a subset of the muon hits provides a
better momentum resolution for high energy muons, when the measurements in the muon
system are frequently contaminated by electromagnetic showers.

If the matching fails, the reconstruction is stopped and no global track is produced. If
the matching algorithm selects more than one tracker track for a given standalone track,
all matched tracks proceed in the reconstruction chain and the global track with the best
χ2 is chosen.

The global muon reconstruction ends with the matching of the global muon track and
the energy deposits in the calorimeters.

5.2.3 Tracker muon reconstruction

Global muon track reconstruction starts from the muon system and combines standalone
muon tracks with tracks reconstructed in the inner tracker. However, a large fraction
of muons with transverse momentum below 6-7 GeV does not leave enough hits in the
muon spectrometer to be reconstructed as standalone muons. Moreover, some muons can
escape in the gap between the wheels.

A complementary approach, which starts from the tracker tracks, has therefore been
designed [90] to identify off-line these muons and hence improve the muon reconstruction
efficiency: it consists in considering all tracker tracks and identifying them as muons by
looking for compatible signatures in the calorimeters and in the muon system.

The algorithm starts extrapolating each reconstructed tracker track outward to its
most probable location within each detector of interest (ECAL, HCAL, HO, muon sys-
tem). After collecting the associated signals from each detector, the algorithm determines
compatibility variables corresponding to how well the observed signals fit with the hypoth-
esis that the tracker track is produced by a muon. Based on the energy deposits in the
calorimeters, a compatibility variable is determined, which describes how consistent the
energies are with respect to what is expected for a muon.

If the extrapolated track matches at least one muon segment in the muon system, the
corresponding tracker track qualifies as a “tracker muon”.

The efficiency for reconstructing a muon as global or tracker muon is as high as 99%.
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Momentum assignment

The momentum assigned to the muon candidate uses the estimates coming from the final
track fit performed in the global and tracker muon reconstructions. If both estimates give
pT > 200 GeV and the ratio of charge and momentum agrees with each other within 2σ,
the estimate from the global muon reconstruction is chosen. Otherwise, the tracker muon
momentum is taken.

It is worth nothing that, in addition to these criteria, a specific selection has been
developed for high pT (pT > 200 GeV) muons. In particular, the goodness of the global
muon track fit selection, based on the χ2 of the track is not requested, but an additional
cut based on the σ(pT )/pT for the track used for momentum determination is applied.
The high-pT muon selection is used to select the muon candidates in the search for high
mass resonances decaying in dimuon final state, whose results are combined with the ones
obtained looking at the dielectron final state (see Chapter 6).

5.3 Particle-flow algorithm

Before moving on with the reconstruction techniques for the remaining SM particles, few
words about the so-called particle-flow (PF) algorithm [91, 92] are necessary. This algo-
rithm allows to reconstruct stable particles combining, thanks to the high granularity of
the CMS detector, information coming from all subdetectors under the form of calorimeter
clusters and tracks (individually denoted as PF elements).

As a single physical particle can create multiple PF elements, such as a track and several
calorimeter clusters, a link algorithm has been designed to fully reconstruct particles
and to limit double counting, via computing the distance between the tracks and the
calorimeter clusters to determine whether they correspond to the same physical objects.
At the end of this procedure electrons, photons, muons, charged and neutral hadrons are
reconstructed as individual PF particles, which are eventually combined to form more
complex objects such as hadronically decaying taus, jets, or transverse missing energy.

5.4 Tau reconstruction

Tau leptons are characterized by a short lifetime (2.9 ×10−13 s) and their decay occurs
inside the detector. They are therefore reconstructed from their visible decay products. In
the case of a leptonic decay (about one third of the cases), the electron or the muon is the
only reconstructed particle and the standard tools for electron and muon reconstruction,
which have been described in the previous sections, are used. In the remaining two thirds
of cases, taus decay hadronically with the production of a jet with very specific features.
In particular, the jet is characterized by small track multiplicity: the hadronic decay
products of a tau contain only one or three charged particles, mostly pions, which is much
less than the usual track multiplicity for gluon or quark jets. The neutral part consists
mostly of neutral pions which decay into two photons. Finally, jets coming from tau decays
are on average more collimated and isolated than quark and gluon jets. In the case of
a hadronic decay, taus are reconstructed with the Hadrons plus Strips (HPS) algorithm
[93, 94]. The HPS algorithm builds taus from tracks, and energy deposits in ECAL. The
efficiency in identifying hadronically decaying taus is typically between 45 and 70%, for
misidentification rates of a jet as a tau of the order of 1%. The tau reconstruction is hard
in several aspects: the background from jets is important and, since at least one neutrino
is produced during the tau decay, only a fraction of its total momentum is measured. The
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consequence is that in most analyses involving leptons in the final states, the electron and
muon channel provide a much better sensitivity than the tau channel. In the search for
heavy dilepton resonances, for istance, the use of the visible mass of the tau pair (defined
as the invariant mass of the visible decay products of the tau with the missing transverse
energy) leads to a width over mass ratio up to 50% for 2 TeV masses [95]. An important
exception is the Higgs boson case where the large enhancement of the cross section in
this channel, compared to the lighter leptons, makes it by far the most sensitive lepton
channel.

5.5 Jet reconstruction

The cross section to produce jets is by far the largest one in pp collisions at the LHC to
the point that jets represent a background for many analyses. Quark and gluon jets are
built from PF objects which need to be “grouped together” into a jet. To achieve this
task several algorithm can be used; the most commonly used one is the anti-kT algorithm
[96]. This algorithm, in order to cluster individual PF objects into jets, proceeds by
defining distances dij between two entities (particles, pseudojets) i and j, and distances
diB between an entity i and the beam:

dij = min(k−2
ti , k

−2
tj )

∆2
ij

R2
(5.6)

diB = k−2
ti (5.7)

where kti and ktj are the transverse momenta of the i and j entities respectively, ∆2
ij =

(φi − φj)
2 + (ηi − ηj)

2, and R is the cone size parameter which can be chosen in the
range from 0.4-0.7 depending on the analyses choices. If the smallest distance is of dij-
type, the entities i and j are combined into a new single entity, while if it is of diB-type,
the i entity is considered as a jet and removed from the list of entities. The procedure
continues until the entity list is empty. Unlike other jet clustering algorithms, the anti-kT
algorithm produces jets with a conical shape, clustered around the hardest particles and
with boundaries resilient with respect to soft radiation (the algorithm is less sensitive on
the low pT objects while still including them).
Three different types of jets are reconstructed, depending on the way information from
the subdetectors is combined [97].

• Calorimeter jets use information from the calorimeter towers in the HCAL and the
corresponding ECAL crystals.

• Jet-plus-track (JPT) jets use the information from the tracker in addition to the
calorimeter jets, to add tracks that are bent out of the cone defined by the calorimeter
jets. The calorimeter jets parameters are corrected by taking into account these
additional tracks.

• Particle flow jets are generated by the clustering of PF candidate particles and taking
the vectorial sum of their four momenta.

The raw jet energies are corrected to ensure a uniform response in η and an absolute
calibration in pT . The target of the calibration is that the reconstructed jet energy matches
the energy of the generated jet. The correction to the raw pT of the jet can be decomposed
in four multiplicative terms [96]:

• An offset correction, to remove the energy due to particles not involved in the hard-
scattering process (pile-up, detector noise);
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• A MC calibration factor, which corrects the reconstructed energy to match the gen-
erated MC particle jet energy, based on simulations;

• A residual calibration for the relative energy scale, to correct the energy response as
a function of the pseudorapidity;

• A residual calibration for the absolute energy scale, to make the energy response
uniform as a function of the transverse momentum.

The final energy resolution for a jet of 100 GeV of pT is around 10%.

b-jet reconstruction

Except for the top quark, which decays defore hadronizing, all the quarks will generate
a jet. However jets originating from b quark hadronization (b-jets), can be distinguished
from other jets coming from gluons, light-flavor quarks (u, d, s) and c quark fragmentation
using track, vertex and identified lepton information. Different algorithms to tag b-jets
exist but only the Combined Secondary Vertex (CSV) algorithm is described here as it is
the most commonly used in the CMS analyses. Since B hadrons typically have a lifetime
of cτ ' 450 µm, a powerful handle to discriminate between b-jets and other jets is the
existence of a secondary vertex. A secondary vertex is defined as a vertex sharing less than
65% of its tracks with the primary vertex and separated radially from the primary vertex
with a significance at least 3σ. In addition, if the radial distance exceeds 2.5 cm and if the
mass is compatible with a K0 or greater than 6.5 GeV, the secondary vertex is rejected.
The last condition for secondary vertices is that the flight direction of each candidate is
in a cone with ∆R = 0.5 around the jet direction. When no secondary vertex is found, in
about 35% of cases for real b-jets, the CSV algorithm can use so-called "pseudo-vertices",
from tracks whose impact parameter is more than 2σ away. If no pseudo-vertex is found,
the CSV algorithm proceeds from simple track variables. The information used by the
CSV algorithm to identify b-jets are summarized as follows [98]:

• The presence of a secondary vertex, a pseudo-vertex or none of them;

• The flight distance significance between the primary and the secondary (or pseudo-)
vertex in the transverse plane;

• The number of tracks at the secondary or pseudo-vertex;

• The ratio of the energy carried by tracks at the vertex with respect to all tracks in
the jet;

• The pseudorapidities of the tracks at the vertex with respect to the jet axis;

• The number of tracks in the jet.

A likelihood ratio to reject c-jets and another one to reject light-parton jets are combined
to form the final CSV discriminator. The efficiency of the CSV algorithm in data and
simulations for the medium working point is close to 70% with a mistagging rate of about
1.5%.

5.6 Transverse missing energy

Neutrinos and other hypothetical neutral weakly interacting particles cannot be detected
by CMS. However, some information about their presence can be gathered from the
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detection of a momentum imbalance in the transverse plane to the beam axis. The
missing transverse energy is noted ~

��ET , while its magnitude is referred to as ��ET .
The most widely used type of ~��ET in CMS is the particle-flow (PF) ~��ET , which is the

negative vectorial sum over the transverse momenta of all PF particles. A bias in the
��ET measurement can be introduced for several reasons, such as the non-linearity of the
response of the calorimeter for hadronic particles, or the minimum energy thresholds in
the calorimeters. In addition, another bias comes from the pile-up interactions. This can
be corrected by subtracting from the ~��ET a certain fraction f(~v) of ~v, the vectorial pT sum
of charged particles associated to each pile-up vertex:

~
��E
corr

T = ~
��ET −

∑

PU

f(~v)~v (5.8)

Finally, an asymmetry in the φ variable is observed for data and simulated events, and is
found to be related to the number of reconstructed vertices Nvtx. The ~��ET projection in
the x- and y-directions are independently corrected by some functions of Nvtx.

Another type of ��ET based on an multivariate (MVA) method is designed to reduce
the influence of pile-up interactions, which do not have significant ��ET but degrade the
��ET measurement resolution by 3.3-3.6 GeV on average for each single pile-up vertex. The
MVA ~

��ET relies on the identification of jets originating from pile-up interactions with a
MVA discriminator that takes as input jet shape variables and vertex information.
In Z boson decay events, the transverse energy can be decomposed in three components,
as illustrated in Figure 5.10.

Figure 5.10: Schematic view of the Z boson transverse momentum ~qT , the hadronic recoil ~uT with its
parallel and perpendicular projections along ~qT , and the ~�ET .

The following relation holds:

~qT + ~uT + ~
��ET = ~0 (5.9)

where ~qT = ~pT (l+) + ~pT (l−) is a well-measured momentum scale (vectorial sum of the
lepton transverse momenta), and ~uT , which is the vectorial sum of the transverse momenta
for all reconstructed PF particles except the leptons originating from the Z boson decay is
the hadronic recoil . The hadronic recoil can be decomposed in two components parallel or
perpendicular to ~qT direction: ~uT = ~u⊥+~u‖. The MVA��ET is obtained after recomputing
the hadronic recoil ~uT in order to avoid biases. A first BDT is trained to correct the
direction of ~uT to correspond to the generated direction in simulated Z+jets events, while
a second BDT estimates its magnitude after direction corrections. The corrected hadronic
recoil is added to ~qT to give the negative MVA ��ET . In comparison with the PF ~

��ET , the
MVA ~

��ET resolution is less sensitive to the number of interaction vertices.
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As pointed out before, the ~��ET measurement [99] strongly relies on the reconstruction
of all other physics objects, and is sensitive to a wide range of effects. Artificially large
��ET can be measured because of spurious detector signals. Sources of fake ��ET are:

• Dead cells in the ECAL;

• Beam-halo particles;

• Particles striking sensors in the ECAL barrel detector;

• Noise from HCAL hybrid photodiode;

• Direct particle interactions with light guides and photomultipliers tubes in the for-
ward calorimeter;

• High-amplitude anomalous pulses in the ECAL endcaps;

• A misfire of the HCAL laser calibration system;

• A defective track reconstruction, from coherent noise in the silicon strip tracker.

Even if dedicated algorithms are used to identify and remove these events generating
fake ��ET , the problem is still present. Among others, this is the main reason why in the
searches for high mass resonances decaying in dielectron or diphoton pairs no requirements
are made, at final selection level, on the missing transverse energy (see Sections 6.3 and
7.3).

5.7 Summary

This chapter described the techniques used in CMS to reconstruct the final state objects.
The electron and photon reconstruction has been described in details in Section 5.1, while
the muon, tau, jet and missing transverse energy reconstructions are described in Sections
5.2-5.6.

My personal contributions on the determination of the energy scale and resolution
of the ECAL detector are briefly introduced in Section 5.1.5 in order to place them in
the general picture. A detailed description can be found in Section 7.4. In addition, a
discussion of the so-called “slew rate issue” is reported in Section 5.1.2, which I investigated
in the second half of 2016, when the amount of integrated luminosity in data exposed it.
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Chapter 6

Search for new physics in the dielectron
final state at CMS

One of the most striking signatures of physics beyond the standard model would be the
observation of a narrow resonance in the invariant mass spectrum of lepton pairs. As
described in details in Chapter 2, many BSM models predict the existence of such reso-
nances at the TeV scale, generally denoted as Z′. Examples are discussed in Chapter 2 and
cited here for completeness: they include a new heavy Z boson-like particle with SM-like
couplings (Z′SSM

1) and the Z′ψ boson inspired by superstring models. Another example is
the Kaluza-Klein graviton of the Randall-Sundrum (RS) model of extra dimensions which
would give a spin-2 dilepton resonance.
The analysis reported in this chapter was performed with the full 2016 dataset, correspond-
ing to an integrated luminosity of 35.9 fb−1.

6.1 Data and MC samples

The primary datasets used in this analysis are summarised in Table 6.1. The data from
the “Moriond17” re-reconstruction campaign are used for eras from “2016B” to “2016G”,
while the prompt reconstruction is used for era “2016H”, for an integrated luminosity of
35.9 fb−1 collected by the CMS experiment during the entire 2016. The analyzed sample
fulfilled standard data quality criteria for all components of the CMS detector (“golden
json”). Different datasets are used in the analysis. For the main results the “DoubleEG”
dataset has been used, in which at trigger level two electromagnetic objects compatible
with two electrons/photons are present. For trigger and selection efficiency measurements
the “SingleElectron” dataset is used, in which at trigger level one electromagnetic object
compatible with one electron is present. For the QCD background study (“fake rate”
method) the “SinglePhoton” dataset has been used, in which at trigger level one electro-
magnetic object compatible with one photon is present. Finally, for the tt̄-like background
study (“eµ” method) the “SingleMuon” dataset has been used, in which at trigger level a
muon candidate is present.

The different Monte Carlo (MC) simulated samples used in this analysis were centrally
produced during the “RunIISummer16” campaign. Table 6.2 reports the samples related
to the different background sources for the analysis (see Section 6.5) and it is organized
as follows: in the top part the MC samples related to the SM Drell-Yan (DY) process are
listed2, followed by tt̄ samples, diboson samples (WW, WZ and ZZ), samples containing a

1The Z′SSM model is considered as a reference model, rather than a realistic one.
2The Drell-Yan samples are available in different mass bins and different precision for the cross section computation in

quantum field theory.
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Dataset Integrated luminosity
/X/Run2016B-03Feb2017_ver2-v2/MINIAOD 5.8 fb−1

/X/Run2016C-03Feb2017-v1/MINIAOD 2.6 fb−1

/X/Run2016D-03Feb2017-v1/MINIAOD 4.3 fb−1

/X/Run2016E-03Feb2017-v1/MINIAOD 4.0 fb−1

/X/Run2016F-03Feb2017-v1/MINIAOD 3.1 fb−1

/X/Run2016G-03Feb2017-v1/MINIAOD 7.5 fb−1

/X/Run2016H-03Feb2017_ver2-v1/MINIAOD 8.4 fb−1

/X/Run2016H-03Feb2017_ver3-v1/MINIAOD 0.2 fb−1

Table 6.1: Datasets (X) used in the analysis. Depending on the different studies, specified in the text,
X=“DoubleEG”, “SingleElectron”, “SinglePhoton”, “SingleMuon”.

W boson and jets in the final state and finally samples with photons and jets in the final
state (“GJets” in the Table). The DY background is generated with POWHEG v2 [100,
101, 102, 103, 104, 105] for the next-to-leading order (NLO) matrix elements using the
NNPDF3.0 parton distribution functions (PDFs) and PYTHIA 8.2 [106] for parton show-
ering and hadronization. The final state photon radiation is handled by PHOTOS [107].
The DY cross section from NLO is corrected to next-to-next-to-leading order (NNLO) in
perturbative QCD by using a dilepton invariant mass dependent k-factor according to the
predictions of the FEWZ 3.1.b2 program [108]. For the FEWZ predictions (see Section
6.5.1) a special PDF set [109] is used in which the QCD parton distribution functions,
based on the PDF4LHC [110] set, are combined with the photon parton distribution
functions, accounting for missing electro-weak corrections at NLO. Another irreducible
non-resonant background arise from a γγ initial state via t- and u-channel processes. This
photon-induced process would also produce two leptons in the final state but according
to studies with recent PDFs containing a photon component [109] its contribution has no
significant effect on the background yield. This contribution is included in the k-factor
that corrects the DY NLO cross section.

The tt̄ background is simulated with POWHEG v2. The corresponding cross section
is calculated at NNLO with TOP++ assuming a mass of 172.5 GeV for the top quark.
The tW and WW productions are simulated with POWHEG v2, with parton showering
and hadronization described by PYTHIA 8.2.

The inclusive diboson processes WW, WZ and ZZ are simulated at leading order (LO)
using the PYTHIA program along with the NNPDF2.3 [111] PDFs.

W+jets production is simulated at LO with the MADGRAPH5 [112] program.
The NNPDF3.0 [113] PDFs are used for samples generated at NLO. PDFs are evaluated

using the LHAPDF library [114, 115, 116]. The detector response is simulated using the
GEANT4 [117] package.

All the MC samples include the simulation of pile-up interactions (see Section 3.2)
comparable with the pile-up distribution of the full 2016 dataset under study. In Figure
6.1, the data and MC pile-up distributions are compared. MC events are then re-weighted
at analysis level to account for the pile-up difference between data and MC.

6.2 Trigger

Different high level triggers (HLT) have been used for the analysis. The main signal
trigger asks for two electron candidates with the kinematic requirements of having ET>
33 GeV, loose calorimeter identification requirements and very loose matching criteria
between the GSF track and the supercluster in ECAL.

86



CHAPTER 6. SEARCH FOR NEW PHYSICS IN THE DIELECTRON FINAL STATE AT CMS

Sample Cross section [pb]
ZToEE_NNPDF30_13TeV-powheg_M_50_120 1975
ZToEE_NNPDF30_13TeV-powheg_M_120_200 19.32
ZToEE_NNPDF30_13TeV-powheg_M_200_400 2.73
ZToEE_NNPDF30_13TeV-powheg_M_400_800 0.241
ZToEE_NNPDF30_13TeV-powheg_M_800_1400 1.68E-2
ZToEE_NNPDF30_13TeV-powheg_M_14000_2300 1.39E-3
ZToEE_NNPDF30_13TeV-powheg_M_2300_3500 8.948E-5
ZToEE_NNPDF30_13TeV-powheg_M_3500_4500 4.135E-6
ZToEE_NNPDF30_13TeV-powheg_M_4500_6000 4.56E-7
ZToEE_NNPDF30_13TeV-powheg_M_6000_Inf 2.06E-8
DYToEE_NNPDF30_ 13TeV-powheg-pythia8 1921.8
DYJetsToLL_M-50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 5765.4
DYJetsToLL_M-50_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 5765.4
TTTo2L2Nu_noSC_TuneCUETP8M2T4_13TeV-powheg 87.31
TTToLL_MLL_500To800_TuneCUETP8M1_13TeV-powheg-pythia8 0.326
TTToLL_MLL_800To1200_TuneCUETP8M1_13TeV-powheg-pythia8 3.26E-2
TTToLL_MLL_1200To1800_TuneCUETP8M1_13TeV-powheg-pythia8 3.05E-3
TTToLL_MLL_1800ToInf_TuneCUETP8M1_13TeV-powheg-pythia8 1.74E-4
TT_TuneCUETP8M2T4_13TeV-powheg 831.76
ST_tW_top_5f_inclusiveDecays_13TeV-powheg-pythia8 35.6
ST_tW_antitop_5f_inclusiveDecays_13TeV-powheg-pythia8 35.6
WW_TuneCUETP8M1_13TeV-pythia8 118.7
WWTo2L2Nu_13TeV-powheg 12.178
WWTo2L2Nu_Mll_200To600_13TeV-powheg 0.1322
WWTo2L2Nu_Mll_600To1200_13TeV-powheg 5.404E-3
WWTo2L2Nu_Mll_1200To2500_13TeV-powheg 3.3931E-4
WWTo2L2Nu_Mll_2500ToInf_13TeV-powheg 5.1484E-6
WZ_TuneCUETP8M1_13TeV-pythia8 47.13
ZZ_TuneCUETP8M1_13TeV-pythia8 16.523
WJetsToLNu_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 61526.7
GJets_HT-40To100_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 20790
GJets_HT-100To200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 9238
GJets_HT-200To400_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 2305
GJets_HT-400To600_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 274.4
GJets_HT-600ToInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 93.46

Table 6.2: Complete list of the MC samples used in the analysis.

It is so labeled as “HLT_DoubleEle33_CaloIDL_GsfTrkIdVL”. The first-level trigger (L1)
seeding for this HLT evolved during the data taking: it is always seeded by the OR of a
DoubleEG seed, a SingleEG seed and a SingleJet seed (respectively requiring two deposits
in ECAL, one localised deposit in ECAL and an object compatible at L1 with a jet), with
the exact threshold of each of those seeds changing in time. From run 275319 it is also
seeded by a SingleTau seed (requiring the presence of an object compatible at L1 with a
τ). The presence of the SingleJet and SingleTau seeds are meant to mitigate the case of
a loss of efficiency in the EG seeds at high ET. The lowest ET threshold for the SingleEG
was 40 GeV, with the corresponding ET thresholds for the DoubleEG seed being 24 GeV
and 17 GeV for the two ECAL deposits respectively.

The HLT efficiency has been factorized as the product of three terms: the efficiency of
the L1 trigger, the HLT turn on curve with respect to the supercluster ET, and the online
electron identification efficiency of the trigger (HLT ID). Only the HLT turn on curve is
applied in the main part of the analysis: the L1 efficiency will be shown in Section 6.2.1
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Figure 6.1: Pile-up distribution for 2016 data (red histogram) and MC samples (blue histogram) [118].

to be close to 100% while the HLT ID efficiency will be shown to be ET-independent
and thus cancels out in the way the final limits are presented, as a ratio of cross sections
normalized to the Z peak (see Section 6.6).

Trigger efficiency: methodology

The tag-and-probe method [119] is used to measure efficiencies directly in data using pair
produced objects, as the electrons from the DY process. A tight selection is applied to
one object, called the tag, and the efficiency is then measured with a second object, called
the probe, which is selected with a loose selection. The efficiency ε is defined as

ε =
Npassing probes

Nall probes
(6.1)

where Nall probes is the total number of all selected probes and Npassing probes is the total
number of selected probes which pass the selection criteria whose efficiency is under eval-
uation. The tag does not enter the efficiency calculation and is used to ensure a sample of
high purity, given its tight requirements. For all the efficiencies measurements presented
in this thesis, electrons from the Z decays are used.

In order to measure the trigger efficiency, events are selected by requiring the tight working
point (WPTight) of the single electron trigger labeled as “HLT_Ele27_eta2p1_WPTight”,
which requires an energy deposit in ECAL with ET> 27 GeV with the η cut restricted up
to the absolute value of 2.1. The tag is required to pass this trigger, pass the final event
selection (denoted as HEEP selection and described in section 6.3), and be in the barrel3.
To simplify the computation probes can not be also tags. In the case of the probe being
in the barrel, the tag is required to have a smaller supercluster φ than the probe for even
number events and a larger supercluster φ for odd number events. The probe must also
pass the HEEP selection.

The L1 efficiency and HLT turn on curves are fitted with either a single or double turn
on function (defined in terms of the “error function” erf), as appropriate. The double turn
on function is shown in Equation (6.2), with the single turn on function being identical
to the double turn on function except that the B terms are removed. The A0 and B0

3This requirement is asked in order to ensure a sample with high purity.
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parameters can be interpreted as the efficiency at the plateau, the A1 and B1 as the value
where the efficiency reaches half maximum and the A2 and B2 terms drive the rapidity of
the turn on of the curve.

f(ET ) = 0.5 ·A0 ·
(
1 + erf

(
ET −A1√

2 ·A2

))
+ 0.5 ·B0 ·

(
1 + erf

(
ET −B1√

2 ·B2

))
(6.2)

6.2.1 Primary signal trigger: L1 efficiency

As mentioned before, the unprescaled L1 seeding requirements for the primary signal
trigger evolved over time. The DoubleEG ET thresholds ranged from 22.10 GeV to 24.17
GeV, while the SingleEG ET thresholds ranged from 26 GeV to 40 GeV. Table 6.3 shows
the percentage of the 2016 dataset having a given L1 seed as the lowest unprescaled
one. Approximately 80% of the data had SingleEG30 as L1 seed, meaning that the
corresponding ET threshold is 30 GeV, with only 13% having SingleEG40 as the lowest
unprescaled SingleEG seed.

Lowest unprescaled SingleEG seed Fraction of 2016 dataset
SingleEG26 0.2%
SingleEG30 79.9%
SingleEG32 5.2%
SingleEG34 1.3%
SingleEG36 0.03%
SingleEG40 13.3%

Table 6.3: The fraction of the 2016 dataset with a given lowest unprescaled SingleEG seed.

The efficiency for an electron to pass the lowest unprescaled SingleEG seed, shown in
Figure 6.2, has been measured in data using the tag-and-probe method as a function of
the supercluster ET

4. Applying it to MC events, this translates to an efficiency of 99.5%
to select barrel-barrel and 98.8% to select barrel-endcap events in a mass range of 60 to
120 GeV and a ∼ 100% efficiency above 120 GeV. This statement can be taken as a lower
bound on the efficiency, given that there is also the DoubleEG L1 seed which further
increases the efficiency. Hence, it is assumed that the L1 efficiency is effectively ∼ 100%
with a 0.5% uncertainty in the barrel and 1.2% in the endcap.

Figure 6.2: The efficiency (from tag-and-probe method) for an electron passing the HEEP selection to
pass the lowest unprescaled L1 SingleEG threshold as a function of the supercluster ET and |η| for barrel
electrons (left) and endcap electrons (right) [118].

4The supercluster ET , differently with respect to ET, is not measured with respect to the primary vertex, but with
respect to the origin of the detector (0,0,0).
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6.2.2 Primary signal trigger: HLT efficiency

The HLT efficiency is divided into two components, the efficiency of the ET>33 GeV cut
(HLT turn on curve) and the efficiency of the online electron identification criteria (HLT
ID), i.e the shower shape criteria (CaloIdL) and the GSF track matching criteria with
the SC (GsfTrkIdVL) asked by the HLT. The efficiencies are again measured using the
tag-and-probe method.

Figure 6.3 shows the turn on curve of the ET cut as a function of the offline recon-
structed ET for three |η| regions. The trigger is almost fully efficient for electron ET>
35 GeV in the barrel and mostly turned on for electron ET> 35 GeV in the endcap.
These curves are used to weight the Monte Carlo events, using the functional form de-
picted in Equation (6.2), in order to take into account the small inefficiency loss at low
ET introduced by the turn on effect.

Figure 6.3: The efficiency (from tag-and-probe method) for electrons in the barrel (top) and endcaps
(bottom) passing the HEEP selection to pass the online cut ET> 33 GeV [118].

Finally, the efficiency of the online identification requirements of the HLT is shown in
Figure 6.4. As the efficiency is flat vs ET, there is no need to furtherly weight the MC
with this extra factor, because it will automatically be included in the final limit results
as they are presented as a ratio of cross sections with respect to the Z peak (see Section
6.6).

To conclude the section, the efficiency of the HLT_Ele27_eta2p1_WPTight trigger
path is briefly discussed below.
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Figure 6.4: The efficiency (from tag-and-probe method) for electrons in barrel and endcaps passing the
HEEP selection to pass the online identification requirements of the HLT as a function of ET [118].

HLT Ele27 trigger efficiency

The trigger path HLT_Ele27_eta2p1_WPTight is used for the determination of the
data-MC scale factors of the HEEP selection. Therefore, even if this is not the primary
HLT of the analysis, its efficiency has been also studied in data using the tag-and-probe
method and shown in Figure 6.5.

Figure 6.5: The efficiency for an electron passing the HEEP selection to pass the
HLT_Ele27_eta2p1_WPTight trigger as a function of the supercluster ET [118].

6.3 Event selection

A high selection efficiency for electron ET above 100 GeV and a flat ET dependance of the
efficiency itself are crucial requirements for a search targeting new high mass resonances
decaying into electron-positron pairs. It is also important that the selection performs
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reasonably well for lower ET values, down to 35 GeV, in order to use the Z peak in all the
control region studies. Finally, given the fact that the validation in data of the selection at
very high ET is technically difficult due to lack of statistics, a simple and robust selection
is preferred with respect to a more complex MultiVariate approach, even if in principle it
could lead to a slightly more efficient selection.

6.3.1 Electron identification and isolation requirements

In order to fulfill these requirements, a cut based selection has been developped: it consists
of a series of cuts on several variables that exploit the specificity of high ET electrons. Only
electron candidates5 with ET> 35 GeV and well reconstructed in the tracker and ECAL
sensitive regions are selected. Candidates in the ECAL transition region (1.4442 < |η| <
1.566) and beyond the |η| coverage (|η| > 2.5) of the tracker are therefore discarded.
A different selection is applied for candidates reconstructed in the ECAL barrel (|η| <
1.4442) and endcaps (1.566 < |η| < 2.5). This cut-based selection is called HEEP (High
Energy Electron Pairs): the V7.0 implementation of the cuts are listed in Table 6.4.

Variable Barrel Endcap
Acceptance selections

ET ET> 35 GeV ET> 35 GeV
η |η| < 1.4442 1.566 < |η| < 2.5

Identification selections
∆ηseedin |∆ηseedin | < 0.004 |∆ηseedin | < 0.006
∆φin |∆φin| < 0.06 |∆φin| < 0.06
H/E H/E < 1/E + 0.05 H/E < 5/E + 0.05
σiηiη - σiηiη < 0.03
E1×5

E5×5
and E2×5

E5×5

E1×5

E5×5
> 0.83 or E2×5

E5×5
> 0.94 -

Inner lost layer hits lost hits ≤ 1 lost hits ≤ 1
Impact parameter dxy |dxy| < 0.02 cm |dxy| < 0.05 cm

Isolation selections
Calorimeter isolation Iso Iso < 2 + 0.03ET[GeV] + 0.28ρ Iso < 2.5 + 0.28ρ (ET<50 GeV)

else Iso < 2.5 + 0.03(ET[GeV]− 50) + 0.28ρ
pT isolation Isopt Isopt < 5 GeV Isopt < 5 GeV

Table 6.4: Definitions of HEEP selection cuts.

The variables used in the HEEP definition are defined as follows:

• ∆ηseedin : the difference in η, between the track position as measured in the inner layers,
extrapolated to the interaction vertex and then extrapolated to the calorimeter and
the position of the supercluster’s seed. The cut value in the barrel (0.004) is thighter
than in the endcaps (0.006), since the tracker material budget is thicker in the latter
case, so reducing the precision on the position measurement.

• ∆φin: is the analoguous of ∆ηseedin for the φ coordinate6. Its distribution is however
much broader than ∆ηseedin because of the wider spread of the energy in φ with respect
to η due to photon emissions from bremsstrahlung processes. Hence, the cut value
(0.06 in both barrel and endcap regions) is around ten times looser than for ∆ηseedin .

• H/E: the ratio of the energy deposited in the HCAL tower behind the electron
candidate and the energy of the electron candidate itself.

5An electron candidate is a GSF electron as described in Section 5.1.6.
6The only difference is that for ∆ηseedin the position of the supercluster’s seed is used.
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• σiηiη: the (weighted) spatial second order moment of the electron candidate in the η
direction, computed as

σiηiη =

√∑
i∈5×5 (ηi − η̄)2wi∑

i∈5×5wi
, wi = max (0, 4.7 + log(Ei/E5×5)) .

• E1×5

E5×5
: the ratio of the energy contained in the 1×5 domino in η × φ in the barrel

(x× y in the endcaps) centered in φ on the seed crystal of the supercluster over the
energy of the 5×5 matrix centered on the same seed crystal.

• E2×5

E5×5
: the ratio of the energy contained in the most energetic 2×5 domino in η×φ in

the barrel (x×y in the endcaps) centered in φ on the seed crystal of the supercluster
over the energy of the 5×5 matrix centered on the same seed crystal.

• Missing hits in the innermost layers of the trackers: defined as the number of missing
hits in the innermost layers of the tracker (including the pixel) before the GSF track
(see Section 5.1.6) first hit. It is mainly designed to reject photons that convert into
a pair of electrons in the tracker.

• Impact parameter dxy: the closest distance, in the transverse plane, between the
primary vertex and the track of the GSF electron candidate. The distribution is
wider in the endcaps due to the poorer resolution on the track momentum in that
region. Similarly to the missing hit cut, the dxy cut is mainly useful to reject converted
photons.

• ECAL isolation: defined as the scalar sum of transverse energy of all the ECAL
crystals with ET> 80 MeV in the barrel (ET> 100 MeV in the endcaps) in a cone
of ∆R = 0.3 centered on the GSF electron candidate position in the calorimeter,
excluding those in an inner cone of radius 3 crystals and those in a |η| strip of total
width of 3 crystals (see left side of Figure 6.6). The inner cone veto removes the
electron energy from the sum whereas the |η| strip removes the energy from the
bremsstrahlung photons.

• HCAL isolation: defined as the sum of transverse energy collected by all the towers
of the first layer of the HCAL in a cone of ∆R = 0.3 centered on the GSF electron
candidate position in the calorimeter, excluding the towers in a cone of ∆R = 0.15
(see right side of Figure 6.6).

Figure 6.6: Definition of the regions used to compute the ECAL (left) and HCAL (right) isolation.
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• Calorimeter isolation Iso: sum of the ECAL isolation and the HCAL isolation (de-
fined in the previous points). The variable is strongly dependent on the electron
energy and tends to increase for high ET electrons due to the extension of the shower.
A cut value of the form Iso < a+ b · ET is therefore applied.

• pT isolation Isopt: defined as the sum of the pT of all the reconstructed tracks
between an inner and outer cone defined respectively as ∆R =0.04 and 0.3 and
centered on the GSF electron candidate direction. Only tracks having pT > 700
MeV and |∆z| with the electron track < 0.2 cm are considered, where z is the
minimum distance of the track to the nominal interaction point (0,0,0). The inner
cone veto is present to remove duplicate tracks associated to the electron as well
as tracks from converted bremsstrahlung photons. This variable substitutes the
default tracker isolation variable in the GSF electron, for which the efficiency has a
large pile-up dependence starting at ET ∼ 100 GeV, due to a misbehaviour of the
reconstruction software that allows many low quality tracks to enter the isolation
cone. The track isolation variable has then been redefined introducing ad-hoc “high
purity” requirements which removed most of the problematic tracks that introduced
the pile-up dependance of this variable.

Electron candidates are required to satisfy the HEEP selection criteria described above
and events with at least 2 electrons passing HEEP are selected. At least one of the electron
candidates has to be in barrel (events with both electron candidates in endcap regions
are rejected). If more than one dielectron candidate is found in the event, only the pair
with the two largest electron ET is retained. No charge requirement for the electrons is
asked to avoid efficiency losses at high mass for the main analysis. Charge requirements
are introduced only in the estimation of the QCD contribution from data using same sign
control region, in the computation of the HEEP scale factors (see Section 6.3.2) and for
the tt̄ and tt̄-like background estimation with eµ studies (see Section 6.5.2).

6.3.2 Selection efficiency

The efficiency of the HEEP selection has been measured in data and MC using the tag-
and-probe method (see Section 6.2) in Z → ee events.

The following conditions are required:

• The tag must pass the HEEP selection.

• The tag must be a barrel electron.

• The tag must be matched to the HLT_Ele27_eta2p1_WPTight trigger in data
(trigger turn on curve is applied to MC events)

• The tag is then paired with every other GSF electron candidate in the event that
passes both the ET and η acceptance cuts of the HEEP selection (probe).

• The invariant mass of the tag (T) and probe (P) system must satisfy the invariant
mass requirement: 70 < mTP < 110 GeV. If there are multiple tag-and-probe
candidates per event, then all pairs are selected.

In this case, the efficiency is measured in both data and MC as a function of different
variables of interest like electron ET, η, φ.

In order to measure the HEEP selection efficiency in MC, the events are weighted using
the trigger turn on curve related to the HLT_Ele27_eta2p1_WPTight path, shown in
Figure 6.5 of Section 6.2.2, to emulate the efficiency of this trigger. In particular, the
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curve in Figure 6.5 is used to simulate the effect of the trigger on the MC samples in
the following way: for each electron in the MC, a random number is thrown from the
uniform distribution between 0 and 1; if this number is lower than the ET,|η|-appropriate
efficiency for that electron, the electron is consider to have passed the trigger.

In order to measure the HEEP selection efficiency in data, events are selected from the
SingleElectron dataset requiring the HLT_Ele27_eta2p1_WPTight trigger. In order to
have better data/MC agreement at the Z peak, electron energy in data is scaled using
the mean values of the official electron/photon (EGM) scale corrections from the Physics
Object Group (POG)7, which are found to be in agreement with the dielectron mass scale
corrections described in Section 6.4.

In Figure 6.7, the invariant mass distributions of selected tag-and-probe pairs are shown
for all pairs (top), pairs in which the probe passes the HEEP selection cuts (middle and
referred to as “pass-pass” region) and pairs in which the probe fails to pass the HEEP
selection cuts (bottom and referred to as “pass-fail” region). Due to the different selection
efficiencies in barrel and endcaps, the invariant mass distribution of selected TP pairs
are separated for probe electrons in barrel (left plots) and endcaps (right plots). All
standard model contributions are estimated from MC except for QCD processes. The
QCD contribution is negligible in the pass-pass region compared to the DY. However,
its contribution in the pass-fail region is important and should be taken into account in
order to find the correct value of Nall probes in Equation (6.1). The contribution of the QCD
background, where selected electrons are misidentified jets, is extracted from data using
the “same-sign” method, which exploits the fact that the probability of assigning positive
or negative charge to the misidentified jet should be equal8. Therefore, the number of
opposite sign and same sign tag-and-probe pairs are similar for QCD processes, as well
as the invariant mass distribution shapes. The shape and normalization of QCD in the
“pass-fail” region is estimated from data in the “pass-fail” same sign control region by
subtracting all backgrounds from data using MC. It is also worth mentioning that the
contribution of W+jets process is around three times more than the QCD one.

The HEEP selection efficiencies for data and MC are shown as functions of ET and
φ of the probe in Figures 6.8-6.9. In addition, data to MC scale factor per bin and the
corresponding mean value are shown in the bottom part of the same plot. Data in the left
part of the Figure 6.8 includes both DY and non-DY events and shows a dip of efficiency
around ET≈ 70 GeV which is due to background contamination. In order to prove this last
statement the efficiencies are compared with those obtained, in the right part of Figure
6.8 where the non-DY contributions are subtracted from data. In that case, the efficiences
are flat as functions of ET for ET> 50 GeV.

The main sources of systematic uncertainties on the scale factor originate from non-DY
processes. The nominal value of the cross sections are varied by 10% and 50% for tt̄ and
W+jets processes, respectively. For the QCD estimation, a 50% uncertainty is considered.
Besides, the uncertainty of the pile-up weights is also considered although it is negligible.
The summary of the efficiencies and scale factors is shown in Table 6.5.

7The EGM corrections and the way they are derived will be described in Section 7.4.
8LHC is a proton-proton collider, hence positive charged jets should be produced with slightly bigger rate to which this

study is not sensitive though.
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Figure 6.7: Invariant mass of the tag-and-probe system for probes in the barrel (left) and endcaps (right),
where all the probes are included (top), only passing probes are included (in the middle) and only failed
probes are included (in the bottom) [118].

Barrel Endcap
Data 86.13%± 0.01%(stat.) 83.38%± 0.03%(stat.)

DY + non-DY 88.65%± 0.03%(stat.) 84.85%± 0.09%(stat.)
Scale factor 0.972± 0.000(stat.)± 0.006(syst.) 0.983± 0.001(stat.)± 0.007(syst.)

Data - non-DY 87.92%± 0.03%(stat.) 85.83%± 0.09%(stat.)
DY 90.50%± 0.01%(stat.) 87.35%± 0.03%(stat.)

Scale factor 0.971± 0.000(stat.)± 0.006(syst.) 0.983± 0.001(stat.)± 0.007(syst.)

Table 6.5: Efficiencies and scale factors in MC and data in the barrel and endcap regions for non-DY
processes included in the simulations (first block) or subtracted from the data (second block) [118].
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Figure 6.8: Efficiencies and scale factors in MC and data in the barrel (top) and endcap (bottom) where
the non-DY processes are included in the simulations (left) or subtracted from the data (right) as functions
of ET of the probe [118].
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Figure 6.9: Efficiencies and scale factors in MC and data in the barrel (top) and endcap (bottom) where
the non-DY processes are included in the simulations (left) or subtracted from the data (right) as functions
of the φ of the probe [118].
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6.4 Mass scale and resolution

The mass resolution function is a crucial point of the analysis, since its outcome enters in
the signal model definition (see Section 6.7). Its estimation follows two steps: a data-MC
comparison, and a MC-only study. The first step consists in the comparison between the
broadness of the invariant mass distribution of the electron pairs mee selected requiring
the HEEP selection at the Z peak (60 < mee < 120 GeV) between data and MC. Both
distributions are fitted using a Breit-Wigner (BW) function, whose parameters are fixed
to the Particle Data Group (PDG) value of the Z boson, convoluted with a double-sided
crystal ball function (dCB), which is defined as a Gaussian core connected with two power-
law functions on both sides. The second moment of the gaussian core of the dCB function
(σ parameter) is then compared between data and MC in different |η|-categories. For the
“BB category” both electrons are required to be in the ECAL barrel, while for the “BE
category” one electron is required to be in the ECAL barrel, the other one in the ECAL
endcap. A binned maximum likelihood fit is performed on both data and MC invariant
mass distributions. Fit results for data and MC are shown in Figure 6.10.
One also observes that the Z peak is slightly broader in data compared to MC. The σ
parameter σMC of the dCB which fits the MC distribution is then subtracted in quadrature
from the σdata coming from the fit to the data, thus defining the σextra parameter through
the relation:

σextra =
√
σ2
data − σ2

MC (6.3)

In Table 6.6 the results for the σdata, σMC and σextra parameter are shown for the
BB and BE categories. In addition to the σ parameters coming from the fit procedure
described above, also an effective σ is quoted (σeff ) in Table 6.7. The σeff quantity is
defined as the minimum window around the mean of the distribution which contains 68%
of the total events in the distribution. Note that the numbers in Table 6.6 are expressed
in percentage [%] of the Z peak mass value (the PDG value of MZ is taken as 91.1876
GeV), while the ones drawn on Figure 6.10 are the non-normalized fitted values. Also,
the quoted mean values of the mass shift are the ones of the dCB function used to fit the
mass spectra after convolution with the BW function.
The consistency of the numbers quoted in Table 6.6 with respect to the latest available
official EGM scale and resolution (smearing) corrections from the electron/photon POG
(described in next chapter’s Section 7.4) has been checked. This was an important cross-
check of the two methods, given that the weighted mean values of the EGM corrections
are used for the HEEP selection scale factor determination (see Section 6.3.2) and the
computation of the DY cross section (see Section 6.5.1), while the results described in
this section are used in the signal model of the analysis.

In particular, the official electron/photon mean scale correction per electron candidate
for EB (EE) is 1.0012 (1.0089), while the mean smearing correction for EB (EE) is 1.23 %
(2.29 %), well in agreement, after computing the dielectron expectations for the analysis
categories BB and BE, with the values reported in this section. The way to prove the
last statement is the following: starting from the definition of the invariant mass itself
mee =

√
2E1E2(1− cos(θ)), where E1 and E2 are the energies of the first and second

electron considered and θ is the angle between the two electrons, one deduces the following
relation between the mass scale and the energy scales per single electron:

Mass scale ≈
√
scale1 × scale2 (6.4)

Using the mean values of the official EGM scale corrections quoted above (1.0012 for
EB, 1.0089 for EE) one finds:
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Figure 6.10: Invariant mass distribution at the Z peak in data (top) and MC (bottom) for the BB region
(left) and BE (right) channel.

Category ∆M
M [%] σdata [%] σMC [%] σextra [%]

BB -0.19 ± 0.02 1.45 ± 0.00 1.20 ± 0.03 0.81 ± 0.04
BE -0.40 ± 0.02 2.49 ± 0.01 2.15 ± 0.03 1.26 ± 0.05

Table 6.6: Results for the data-MC scale shift ∆M
M , the σdata, σMC and the σextra parameters for BB

and BE categories relative to MZ = 91.19 GeV.

Category σeffdata [%] σeffMC [%] σeffextra [%]
BB 3.72 3.44 1.42
BE 4.63 4.07 2.19

Table 6.7: Results for the σeffdata, σ
eff
MC and σeffextra parameters for BB and BE categories.

• Mass scale(BB,EGM) ≈ mean scale in EB = -0.12%.
The last equality holds simply because the EGM corrections are meant to be applied
to energy of the electron/photon in data in order to align the Z peak position in
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data with respect to the peak position in the MC (see Section 7.4 for futher details).
Hence if the mass scale in data has to be multiplied by the factor 1.0012, this means
the the corresponding mass scale in the BB category is off by -0.12%.

• Mass scale(BE,EGM) ≈
√

mean scale in EB×mean scale in EE = -0.51% (follow-
ing the same reasoning of the previous point).

Once that the mass scale corrections are derived using the expectations from the EGM
single electron/photon corrections, one can compare them with the quantity ∆M

M
of Table

6.6 which is defined as the (normalized) difference between the fitted Z peak positions in
data and MC. The mass scale computed with the two methods compare as depicted in
Table 6.8, showing a closure between the two methods at the level of per mil:

Mass scale [Category] ∆M
M EGM expectations

BB -0.19% -0.12%
BE -0.40% -0.51%

Table 6.8: Comparison between the mass scale parameters computed in this section with respect to the
expectations using the official EGM scale corrections.

The comparison between the σextra parameter derived in this section and the official
EGM smearing coefficients (smear in the following equations) follows a different reason-
ing. The EGM smearing coefficients can be thought of as relative uncertainties on the
electron/photon energies (see again Section 7.4 for further details):

smear = ∆E
E

On the other hand, the σextra coefficient can be thought of as the relative uncertainty
on the mass itself. Hence, propating the error on the invariant mass:

σextra = 1
2

√
(∆E1

E1
)2 + (∆E2

E2
)2 = 1

2

√
smear2

1 + smear2
2

Which in turns can be expressed for the analysis categories as:

σextra(BB,EGM) = 1
2

√
2× (mean smear in EB)2 = mean smear in EB√

2
= 0.87%

σextra(BE,EGM) = 1
2

√
(mean smear in EB)2 + (mean smear in EE)2 = 1.29%

At this point, once that the σextra parameters for BB and BE are derived using the
expectations from the EGM single electron/photon smearing corrections, one can compare
them with the fitted σextra quantity quoted in Table 6.6. The two methods compare as
depicted in Table 6.9, showing a closure between the two methods at half per mil level:

σextra [Category] fitted σextra σextra from EGM expectations
BB 0.81% 0.87%
BE 1.26% 1.29%

Table 6.9: Comparison between the σextra parameters computed in this section with respect to the
expectations using the official EGM smearing corrections for the BB and BE categories.

Both the closure tests for the mass scale and the σextra parameters give almost optimal
agreement between the method described in this section and the expectation from the
official EGM scale and smearing corrections. With this, one can conclude that the two
approaches are equivalent.
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The second step of the study is MC-only based. In particular, the mass resolution has
been studied as a function of the generated invariant mass of the electron pair mgen. In
order to maximise the statistics in the mgen range between 50− 4500 GeV, different DY
samples are used (listed in Table 6.2).

For each bin of the generated invariant mass mgen, the distribution of the difference
between the reconstructed and the generated invariant mass, divided by the generated
invariant mass is considered. The mass resolution, defined as mreco−mgen

mgen
, is obtained as a

function of mgen and a binned maximum-likelihood fit is performed using a “RooCruijff
function”9 (asymmetric Gaussian core, connected with two exponential tails, one on each
side). While the definition of the RooCruijff function foresees 2 different σ parameters (one
per each side of the Gaussian core), in this study the two σ parameters were constrained
to be the same value, for sake of simplicity. The reconstructed invariant mass mreco has
been obtained requiring the HEEP selection. The fitted parameters of the RooCruijff
functions were then studied as functions of the corresponding generated mass and an
analytic parametrisation is provided and used as an input for the limit setting procedure
(this will be treated in details in the next section). In particular, for the mass resolution,
the σ parameter of the RooCruijff function, labeled as σfit, is added in quadrature with
the σextra parameter derived in the first step of the procedure. Results for the BB region
and BE region are shown in Figure 6.11. In this figure, the mass resolution plots are
fitted using a standard “energy resolution function”, described by the stochastic, noise
and constant terms, to which an extra linear term is added, in the BB case only.

The binning of the x-axis is chosen in order to have a reasonable amount of statistics
for each range of the invariant mass and ensure in this way a good quality, in terms of
reduced χ2, of the performed fits.

In the BB region there is a small linear rise in the mass resolution starting around ≈
1 TeV. The effect has been studied in [120] and it is known to be due to leakage of the
electromagnetic ECAL shower in the HCAL subdetector which worsen in this way the
energy reconstruction driven by the ECAL detector. In fact, the effect of the leakage in
the HCAL subdetector is visible as an increase in the H/E variable (which was defined
in Section 6.3).

The mass scale, defined as mreco

mgen
has also been studied as a function of the generated

invariant mass of the electron pair mgen, using the same generated samples taken into
account for the mass resolution determination. For each bin of the generated invariant
mass mgen, the distribution of the reconstructed invariant mass, divided by the generated
invariant mass is analysed. The mean parameter of the RooCruijff function used to fit
the resolution distribution is then taken as the mass scale simply adding the unity to it.
The error on the parameter is taken accordingly.

Results for the BB region and BE region are shown in Figure 6.12. In the BB region
there is a drop in the mass scale parameter starting around ≈ 1 TeV (≈ 0.5 % effect),
which is the counterpart of the rise observed in the mass resolution and due to the same
reason.

Mass resolution parametric model

As described earlier, the quantity (mreco−mgen)

mgen
is fitted in bins of mgen using a RooCruijff

function (RC). The fits results are shown for the different mass points in Figure 6.13 for
the BB category and in Figure 6.14 for the BE category. The 8 mass windows corresponds

9The choice of the RooCruijff function, instead of the dCB, is due to the fact that its fitted parameters showed a better
(more continuous) behaviour as a function of the invariant mass, thus simplifying the determination of the mass resolution
parametric model (see next section).
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Figure 6.11: Mass resolution as a function of the generated invariant mass for the BB region (top) and
BE (bottom) channel.

to those used in Figure 6.12 and are defined by the following bins: [50,120] GeV, [120,200]
GeV, [200,400] GeV, [400,800] GeV, [800,1400] GeV, [1400, 2300] GeV, [2300,3500] GeV,
[3500,4500] GeV, [4500,6000] GeV, >6000 GeV.

The parameters of the fitted RC functions are then drawn as functions of mgen and a
fit is superimposed in order to get an analytic description of their behaviour (see Figures
6.15 and 6.16).

As a consequence, in the limit setting procedure (see Section 6.7), the mass resolution
is treated as a RC function whose parameters are described by the analytic functions
derived from 6.15 and 6.16.

Finally, as a closure test of the procedure, the (mreco−mgen)

mgen
histograms are plotted su-

perimposing the RC function that is used for the limit setting procedure, finding of good
level of agreement for all the mgen bins. The only bins where the agreement is not optimal
are the first two (upper left in Figures 6.17 and 6.18) which correspond to mgen <200 GeV.
Given that the search region of the analysis starts above 200 GeV, this is not a reason of
concern.
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Figure 6.12: Mass scale as a function of the generated invariant mass for the BB region (top) and BE
(bottom) channel.

104



CHAPTER 6. SEARCH FOR NEW PHYSICS IN THE DIELECTRON FINAL STATE AT CMS

gen
)/mgen-m

reco
(m

-60 -50 -40 -30 -20 -10 10 20 30

-310×

E
ve

nt
s 

/ (
 0

.0
04

 )

0

10

20

30

40

50

60

310×

 0.0000±mean = -0.0035 
 0.0000±sigmaL = 0.0114 

 0.0019±alphaL = 0.2846 
 0.0030±alphaR = 0.0534 

CMS Internal

gen
)/mgen-m

reco
(m

-60 -50 -40 -30 -20 -10 10 20 30

-310×
E

ve
nt

s 
/ (

 0
.0

04
 )

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
310×

 0.0001±mean = -0.0034 
 0.0001±sigmaL = 0.0093 

 0.0055±alphaL = 0.2805 
 0.0084±alphaR = 0.0595 

CMS Internal

gen
)/mgen-m

reco
(m

-60 -50 -40 -30 -20 -10 10 20 30

-310×

E
ve

nt
s 

/ (
 0

.0
04

 )

0

1

2

3

4

5

6

7
310×

 0.0001±mean = -0.0026 
 0.0001±sigmaL = 0.0071 

 0.0034±alphaL = 0.2543 
 0.0055±alphaR = 0.0574 

CMS Internal

gen
)/mgen-m

reco
(m

-60 -50 -40 -30 -20 -10 10 20 30

-310×

E
ve

nt
s 

/ (
 0

.0
04

 )

0

2

4

6

8

10

310×

 0.0001±mean = -0.0020 
 0.0001±sigmaL = 0.0057 

 0.0024±alphaL = 0.2450 
 0.0045±alphaR = 0.0447 

CMS Internal

gen
)/mgen-m

reco
(m

-60 -50 -40 -30 -20 -10 10 20 30

-310×

E
ve

nt
s 

/ (
 0

.0
04

 )

0

2

4

6

8

10

12

14

310×

 0.0000±mean = -0.0019 
 0.0000±sigmaL = 0.0055 

 0.0020±alphaL = 0.2396 
 0.0044±alphaR = 0.0212 

CMS Internal

gen
)/mgen-m

reco
(m

-60 -50 -40 -30 -20 -10 10 20 30

-310×

E
ve

nt
s 

/ (
 0

.0
04

 )

0

2

4

6

8

10

12

14

16

18

310×

 0.0000±mean = -0.0024 
 0.0000±sigmaL = 0.0059 

 0.0019±alphaL = 0.2375 
 0.0008±alphaR = 0.0000 

CMS Internal

gen
)/mgen-m

reco
(m

-60 -50 -40 -30 -20 -10 10 20 30

-310×

E
ve

nt
s 

/ (
 0

.0
04

 )

0

2

4

6

8

10

12

14

16

18

310×

 0.0000±mean = -0.0040 
 0.0000±sigmaL = 0.0064 

 0.0020±alphaL = 0.2467 
 0.0036±alphaR = 0.0128 

CMS Internal

gen
)/mgen-m

reco
(m

-60 -50 -40 -30 -20 -10 10 20 30

-310×

E
ve

nt
s 

/ (
 0

.0
04

 )

0

2

4

6

8

10

12

14

16

18

310×

 0.0000±mean = -0.0061 
 0.0001±sigmaL = 0.0071 

 0.0023±alphaL = 0.2875 
 0.0035±alphaR = 0.0408 

CMS Internal

Figure 6.13: Fit results of the (mreco−mgen)
mgen

histograms in the BB category per mgen bins. The 8 mass
windows are [50,120] GeV, [120,200] GeV, [200,400] GeV, [400,800] GeV, [800,1400] GeV, [1400, 2300]
GeV, [2300,3500] GeV, [3500,4500] GeV, [4500,6000] GeV and >6000 GeV.
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Figure 6.14: Fit results of the (mreco−mgen)
mgen

histograms in the BE category per mgen bins. The 8 mass
windows are [50,120] GeV, [120,200] GeV, [200,400] GeV, [400,800] GeV, [800,1400] GeV, [1400, 2300]
GeV, [2300,3500] GeV, [3500,4500] GeV, [4500,6000] GeV and >6000 GeV.
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Figure 6.15: Parameters of the RC as a function of mgen for BB category. From top, going clockwise:
mean, resolution (with the σextra term added in quadrature), left and right coefficients of the exponential
tails of the RC.
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Figure 6.16: Parameters of the RC as a function of mgen for BE category. From top, going clockwise:
mean, resolution (with the σextra term added in quadrature), left and right coefficients of the exponential
tails of the RC.
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Figure 6.17: Closure test of the RC description in the BB category. The 8 mass windows are the same
as in Figure 6.13.
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Figure 6.18: Closure test of the RC description in the BE category. The 8 mass windows are the same
as in Figure 6.13.

107



CHAPTER 6. SEARCH FOR NEW PHYSICS IN THE DIELECTRON FINAL STATE AT CMS

6.5 Background composition

In the search for new physics in the dielectron final state, three main sources of background
arise.

• The most significant source of background for the analysis is the irreducible DY
process (see Section 6.5.1).

• The second most important type of background comes from real prompt electrons
from tt̄ processes10, tW processes, diboson processes (WW, WZ and ZZ), as well as
Z/γ∗ → τ+τ− processes. This type of background is referred to as tt̄ and tt̄-like
background as it is dominated by the tt̄ process (see Section 6.5.2).

• The third type of background is the jet background, where one or more jets are
misidentified as an electron, mainly arising from W+jets and multijets events (see
Section 6.5.3).

Irreducible background yields are estimated with simulated samples and normalised
to their relative cross-sections using the highest-order calculations available. The sum
of these backgrounds are normalised to the observed yield in the dielectron invariant
mass region of 60–120 GeV. The tt̄ and tt̄-like background is estimated as well using MC
simulations, cross-checked using the e-µ control region in data. On the contrary, the jet
background is estimated with data-driven methods, as described in Section 6.5.3.

6.5.1 Drell-Yan background

The SM Drell-Yan background is estimated using simulated events generated by the
POWHEG v2 [100, 101, 102, 103, 104, 105] event generator interfaced with PYTHIA
8.2 [106], as described in Section 6.1. The Monte Carlo samples are normalised to the
number of events in data in the Z peak region defined by the dielectron invariant mass
region of 60-120 GeV and corrected with the trigger turn on curve, described in Section
6.2. Figure 6.19 shows the dielectron invariant mass distribution in data and MC at the
Z peak for the BB and BE categories of the analysis. In this figure, MC samples are
weighted for the quoted integrated luminosity of 35.9 fb−1, in order to see the normal-
isation agreement between data and MC. In addition, electron energy corrections have
been applied in data (scale) and MC (smearing corrections), using the (weighted) mean
value of the official EGM corrections (see Section 6.3.2), in order to get better data-MC
agreement.

As a cross-check of the level of understanding of the DY background, a cross-section
measurement including the trigger efficiencies and HEEP efficiency scale factors have been
provided and detailed in Table 6.10. The procedure is straightforward: starting from the
total number of events in data, the number of expected background events is subtracted
using the available MC samples, after taking into account the trigger efficiency scale
factors (SF) (described in Section 6.2.2), the HEEP selection SF (described in Section
6.3.2) and the “acceptance×efficiency” of the detector (see Section 6.7). At the Z peak,
with respect to the expected theory cross-section [121], scale factors of 0.971 for barrel
electrons and 0.982 for endcap electrons are found. Also, a 2% difference between BB and
BE categories is observed.

10The tt̄ process becomes less important at high mass as the boost of the top quark causes the b-jet to enter the electron
isolation cone and so fail the isolation requirements of the HEEP selection.
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Figure 6.19: Dielectron invariant mass distribution in data and MC at the Z peak region, for the BB
(left) and BE (right) categories. The MC samples are normalised for the integrated luminosity [118].

Variable BB BE
Data events 5760345±2400 2051759±1432

Background events 32805 11336
MC acceptance×efficiency 0.0880±0.001 0.0315±0.001

Trigger SF 0.979±0.001 0.985±0.001
HEEP SF 0.943±0.001 0.953±0.001
Luminosity 35867 pb−1 35867 pb−1

cross-section 1967± 3 (stat) ±51 (lumi) pb 1922± 3 (stat) ±50 (lumi) pb

Table 6.10: The cross-section measurement in the dielectron invariant mass range of 60-120 GeV. The
HEEP efficiency scale factors are taken from Table 6.5. Note that in Table 6.5 the scale factors are for
single electrons while here they are propagated for electron pairs. The luminosity is taken following the
latest recommentations from the luminosity group.

DY background uncertainty

The main uncertainties on the Drell-Yan background originate from the PDF uncertainties
and higher-order effects. For the different mass bins, the DY cross-sections have been
evaluated using the FEWZ 3.1.b2 [108] program with NNLO accuracy in QCD and NLO
for the electro-weak component and evaluated inside the analysis acceptance (ET>35 GeV,
|η| < 2.5, excluding the |η| transition region of 1.4442− 1.566). The uncertainties on the
ratios of the cross-sections with respect to the Z peak cross-section were estimated by
taking into account possible correlations of the PDF uncertainties between the various
mass bins [122]. The PDF uncertainties relative to the Z peak as a function of mass are
quoted in Table 6.11.

The ratio of the FEWZ cross-sections to the ones predicted by the POWHEG samples
used in the analysis is shown in Figure 6.20. It is clear that the POWHEG prediction is
increasingly higher than the FEWZ prediction as the mass increases, hence a “FEWZ to
POWHEG” k-factor has been applied to improve data-MC agreement at high mass. The
functional form for the k-factor is shown in Figure 6.20.

6.5.2 tt̄ and tt̄-like background

The background from electrons arising from non-singularly produced W and Z bosons is
estimated directly from Monte Carlo simulations (see Section 6.1 for further details on
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Mass range (GeV) PDF relative uncertainty
200-300 1.21%
400-500 1.54%
900-1000 2.16%
1400-1500 2.73%
1900-2000 3.24%
2400-2500 3.72%
2900-3000 4.27%
3400-3500 5.00%
3900-4000 5.94%
4400-4500 7.47%
4900-5000 10.2%
5400-5500 14.3%
5900-6000 19.9%

Table 6.11: The PDF uncertainties relative to the Z peak region as a function of mass [122].

Figure 6.20: The ratio of the Z/γ∗ → e+e− cross-sections as predicted by FEWZ 3.1.b2 and the ones
predicted by POWHEG in various mass bins [118].

the simulated samples). Given that the leptonic decay branching ratio of the W boson
is universal in the lepton flavour, all these processes, where two W bosons decays are
involved, have a decay branching ratio to a pair of leptons of different flavour eµ twice as
large as the branching ratio to electron pairs ee. For this reason, the eµ invariant mass
spectrum can be exploited as a control region to validate the Monte Carlo predictions for
these backgrounds. The validation technique of the tt̄ and tt̄-like background, using the
eµ invariant mass spectrum, is described below, where in order to evalute the multijet
background contribution two different methods have been employed: the “same sign”
method and the “fake rate” method. The latter is described in details in Section 6.5.3,
while here is used as an input for an alternative validation of the tt̄ and tt̄-like background
samples.
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eµ mass spectrum: same sign method

This study is derived using the SingleMuon dataset, where the electron-muon events are
selected requiring that the first object is a global muon (see Section 5.2) passing a ded-
icated selection, designed for high ET muons [123], and the second object is an electron
passing the HEEP selection. Electrons are required to have ET> 35 GeV while muons are
required to have ET> 53 GeV. Since high energetic muons can undergo bremsstrahlung
processes, an associated supercluster in the ECAL (in the direction of the muon’s inner
track) could be present. Hence the selected muons could lead to fake electron candidates.
Therefore, an electron veto is applied such that if there is a global muon with ET> 5 GeV
within a cone ∆R < 0.1 built around the electron candidate direction, that electron is
rejected. In order to validate the tt̄ and tt̄-like background samples the jet background
component (QCD and W+jets) has to be estimated first. To accomplish this task the
“same sign” eµ invariant mass spectrum is considered, where the selected electron and
muon are requested to have the same electric charge11. Starting from the same sign eµ
mass spectrum in data, the contributions of the SM processes, excluding of course the
jet background itself12, are subtracted from the data eµ mass spectrum. The spectrum
resulting in the MC subtraction is taken as the jet background estimate. In the case that
the data yield in one bin of the same sign invariant mass histogram is already smaller
than the combined yield of all SM processes, the associated yield for the jet background
is set to zero.
At this point, after having estimated the jet background directly from data, the distri-
bution of all eµ pairs (both same sign and opposite sign) can be inspected, using as jet
background estimate twice the estimate coming from the same sign eµ mass spectrum13.

The final invariant mass spectrum of all eµ events (both same sign and opposite sign
together) in data and MC is shown in Figure 6.21, where the jet background is computed
as described above. The data-MC agreement is quite good up to 1 TeV of invariant mass.

Figure 6.21: Invariant mass spectra of the eµ events (both same sign and opposite sign pairs are included)
in data and MC with 35.9 fb−1 of integrated luminosity [118]. The jet background is estimated here from
the invariant mass spectrum of the same sign eµ pairs.

11In alternative, the “fake rate” method could be also used to accomplish the same task. See next section.
12The MC simulations for the jet background are not reliable, given that the small misreconstruction rate for the jets

translates in a low amount of statistics and huge associated uncertainties.
13This is because for the jet background the spectrum for the same sign should be the same as the opposite sign eµ pair.
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eµ mass spectrum: fake rate method

An alternative validation of the tt̄ and tt̄-like background can be provided by using again
the eµ mass spectrum but estimating the jet background using the “fake rate” method
(described in Section 6.5.3) and used here simply as an input for the study.

In particular, a control region is defined, in which the muon is selected as described
in the previous section while the electron is required to fail the HEEP selection but pass
the pre-selection criteria detailed in Table 6.12 and match the first leg of the trigger
HLT_DoubleEle33_WPTight. The events in the control region are then weighted with
fake rate estimate applying the functional form detailed in Table 6.13 as a function of the
electron ET and |η|. Data in this control region is enriched with QCD and W+jets events.
Therefore, the jet background itself is estimated subtracting all the other background
components from the data eµ mass spectrum using the MC simulations.

In Figure 6.22 (top), the eµ mass distribution is shown in the control region used to
determine the jet background, while in the bottom part, the final eµ mass distribution
is shown in the signal region, after including the jet background estimated from the
control region. Also in this case, the data-MC agreement is generally good in the eµ mass
spectrum, hence the tt̄ and tt̄-like background sample are validated.

Figure 6.22: The eµ distribution in the control region (top), used to estimate the jet background. The
bottom plot presents the eµ distribution in the signal region, where the jet background is taken from the
estimation coming from the control region in the top plot [118].
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6.5.3 Jet background

The jet background is the smallest of the significant SM backgrounds considered in this
search. The primary components of the jet background are: di-jet events, where both jets
have passed the HEEP selection, W+jets events, where the W decays to an eν pair and
at least a jet passes the HEEP selection and γ+jets events, where a photon and a jet pass
the HEEP selection. The jet background is estimated using the “fake rate” method [120,
124] which will be described in the following sections.

Fake rate measurement

The fake rate (FR) is defined as the probability for a jet misreconstructed as an elec-
tron to pass the HEEP selection and is measured using events in data which passed the
OR of the following triggers: HLT_Photon30_CaloIdVL, HLT_Photon50_CaloIdVL,
HLT_Photon75_CaloIdVL and HLT_Photon90_CaloIdVL. These triggers ask for a lo-
calised deposit in ECAL compatible with a photon having ET> 30,50,75 and 90 GeV re-
spectively, having also passed very loose shower shape calorimeter requirements (CaloIdVL).
The fake rate is estimated using a jet-enriched sample, built requiring that the electron
candidates pass a dedicated loose pre-selection defined in Table 6.12 (they will referred
to as “loose electrons” in the following). In addition, in the sample there can be only one
ECAL driven reconstructed electron with ET> 10 GeV and H/E< 0.15 in the event, in
order to reduce the contamination from Z/γ∗ → e+e− events. The FR has been measured
in bins of ET and |η| and computed using a jet template (whose accuracy is tested in the
next section) normalised to the observed N-1 track isolation distribution14 in the range
of 10 < Isopt < 20 GeV, where any real electron contamination is expected to be very
small15. In order to measure the FR, the loose electrons (which passed the pre-selection)
are required to pass the H/E and calorimeter isolation cuts of the HEEP selection, but
fail at least one other cut of the HEEP (where the Isopt cut has been removed, in order
to build the track isolation template). The distribution of the N-1 track isolation dis-
tribution is then fitted with the jet template and the FR is defined as the jet template
prediction in the signal region with Isopt <5 GeV, normalized to the background-only
region 10 < Isopt < 20 GeV (see next section for further details).

Variable Barrel Endcap
σiηiη <0.013 <0.034
H/E <0.15 <0.10

Missing hits <= 1 <= 1
|dxy| < 0.02 cm < 0.05 cm

Table 6.12: The pre-selection requirements used for the fake rate calculation.

The fake rate measurement showed a relatively flat behaviour across the barrel while
increasing with |η| in the endcaps. Therefore, while the barrel was not splitted in |η|,
the endcaps were splitted into two |η| bins. The measured FR estimates are shown in
Figure 6.23, together with arbitray chosen fitted functions to allow the FR estimate to be
easier applied at analysis level. The fit parameters are summarised in Table 6.13. A 50%
uncertainty on the method is assumed to cover deviations from the arbitrarily chosen fits.

Before moving to the estimation of the jet background contribution, the next section
14The N-1 track isolation distribution is simply the track isolation distribution Isopt for electron candidates which pass

the HEEP selection with the track isolation cut removed. The Isopt variable is defined in Section 6.3.
15As a reminder for the reader: Isopt < 5 GeV is the track isolation requirement of the HEEP selection.
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Region ET range (GeV) Functional form

Barrel
35.0 ≤ ET < 131.6 GeV 0.106− 0.0025× ET + 2.26e− 05× E2

T − 7.11e− 08× E3
T

131.6 ≤ ET < 359.3 GeV 0.0139− 0.000104× ET + 3.6e− 07× E2
T − 4.13e− 10× E3

T

ET ≥ 359.3 GeV 0.00264 + 3.38e− 06× ET

Barrel
35.0 ≤ ET < 131.5 GeV 0.106− 0.00252× ET + 2.28× 10−5 × E2

T − 7.21× 10−8 × E3
T

131.5 ≤ ET < 355.0 GeV 0.0138− 0.000103× ET + 3.62× 10−7 × E2
T − 4.25× 10−10 × E3

T

ET ≥ 355.0 GeV 0.00279 + 2.43× 10−6 × ET

Endcap |η| < 2.0
35.0 ≤ ET < 122.0 GeV 0.117− 0.0013× ET + 4.67× 10−6 × E2

T

122.0 ≤ ET < 226.3 GeV 0.0345− 4.76× 10−5 × ET

ET ≥ 226.3 GeV 0.0258− 9.09× 10−6 × ET

Endcap |η| > 2.0
35.0 ≤ ET < 112.5 GeV 0.0809− 0.000343× ET

ET ≥ 112.5 GeV 0.0423

Table 6.13: The functional form approximation of the measured fake rate for HEEP electrons in the
barrel and endcap regions, as a function of ET.

Figure 6.23: The measured FR as a function of ET for the barrel region (top), the endcap low |η| region
(bottom left) and the endcap high |η| region (bottom right) [118].

describes how the accuracy of the jet template used to fit the N-1 track isolation distri-
bution is accessed.

Validation of the jet template

In order to scrutinise the accuracy of the jet template, an electron template is generated
from the Drell-Yan Monte Carlo sample, defined as the N-1 track isolation distribution in
the ET, |η| appropriate bin. At this point the Isopt distributions in data are fitted using
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both templates16. An example of the tracker isolation distribution is shown in Figure 6.24
for the three |η| regions (barrel and the two |η| regions defined for the endcaps). As can
be seen from Figure 6.24, there is excellent separation between the signal and background
regions. Overall, there is an acceptable agreement between the data and the fit coming
from the two templates together. Below 20 GeV, the maximum deviations are in the
10-20% range and there are no clear trends in the agreement across the different ET, |η|
bins. However, as Figure 6.24 also shows, in higher ET bins, the jet template falls slower
than the data, leading to an over prediction for values of tracker isolation greater then
20 GeV. This effect is smaller in the endcaps. It implies that there is some small correlation
between the tracker isolation variable and the other HEEP cuts, with jets having passed
the other cuts being less likely to have a very high value of tracker isolation. However, the
jet template is not required to model high values of tracker isolation correctly but the low
values correctly, specifically the region from 0 to 5 GeV, and given the target accuracy of
the method of 50%, this is the case. Hence, the jet template is validated.

Estimation of the jet background contribution

The jet background is estimated by selecting electron pairs passing the primary analysis
trigger with one electron passing the HEEP selection and one electron passing the FR
pre-selection defined in Table 6.12 but failing the HEEP selection. This is referred to
as the “1FR” estimate. Since the loose electron candidate must fail the HEEP selection,
the events must be weighted by a factor FRfail/(1− FRfail) where FRfail is the ET and |η|
appropriate fake rate defined for the electron failing the HEEP selection. In the case of
more than one electron pair in the same event satisfying these conditions, all valid pairs
are allowed to enter the estimation. The residual contamination of Z/γ∗ → e+e− events
is corrected for, by subtracting the MC estimate.

The 1FR estimate includes the background estimation for W+jets, γ+jets and di-
jets events but due to combinatorial effects, the 1FR estimate overestimates the di-
jet contribution by a factor 2. To correct for this effect, a sample of events where
both electron candidates pass the loose pre-selection only is derived and the FR is ap-
plied for both loose electrons. In this case, the events have to be weighted by a factor
FR1/(1− FR1) × FR2/(1− FR2) where FR1 (FR2) is the ET and |η| appropriate fake
rate for the first (second) electron, obtaining what is referred to as the “2FR” estimate.
The 2FR contribution is finally subtracted from the 1FR estimate to evaluate the total
jet background without any double counting.

Due to fake rate measurement uncertainties and statistical effects, the 2FR estimate
can sometimes be greater than half the 1FR estimate. This implies that the entirety of
the 1FR estimate is from di-jets and therefore the true estimate of the di-jet background
is simply 50% of its value. Therefore the 1FR estimate can only be reduced to a minimum
of 50% of its uncorrected value.

The fake rate estimates for the two electrons are taken to be 100% correlated. As the
fake rate has an assigned 50% uncertainty, the uncertainty on the estimated jet background
is taken to be 100%.

16Note that since there are no signal events in the region 10 < Isopt <20 GeV, in any fit with electron and jet templates,
the jet template only, in order to give a reasonable estimate of the true background distribution, must be forced to match
the data points in the background-only region 10 < Isopt <20 GeV. Therefore the electron template cannot contribute to
the FR estimate and has in fact not been used for the purpose, but only as cross-check of the accuracy of the jet template
itself.
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Figure 6.24: Example fits obtained using the electron and jet templates to the observed N-1 track isolation
when binned in 0.5 GeV bins (left) and 2.5 GeV bins (right) for electron candidates passing all but the
track isolation cut in barrel (top), inner endcap (middle) and outer endcap (bottom) [118].

6.6 Invariant mass spectra

The observed invariant mass spectra for dielectron events, selected as described in Section
6.3, are shown in Figure 6.25, where the binning of the x-axis varies according to the mass
resolution, for barrel-barrel events, barrel-endcap events and all selected events. The SM
background estimations are obtained using both MC simulations and data-driven methods
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as described in Section 6.5.
Figure 6.26 shows the cumulated versions of the invariant mass spectra, with each bin

containing the number of events with an invariant mass greater or equal than the mass
of that bin.

Figure 6.27 shows the data minus background estimation over the background-only
estimation in the signal region for the barrel-barrel categories, barrel-endcap categories
and sum of barrel-barrel and barrel-endcap categories together. It can be seen that the
distributions show no significant deviations from zero, hence a striking signature of new
physics is not observed in data.

Figure 6.25: The observed dielectron mass spectrum for the barrel-barrel category (top left), the barrel-
endcap category (top right) and for all selected events (bottom) together with the predicted standard
model backgrounds [118].

In Table 6.14, the predicted SM backgrounds, normalized to data at the Z peak, and
observed data yields are shown as a function of dielectron invariant mass.
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Figure 6.26: The integral of the measured dielectron mass spectrum for the barrel-barrel category (top
left), the barrel-endcap category (top right) and for all selected events (bottom) together with the pre-
dicted standard model backgrounds [118].

Mass range (GeV) Data Total background γ∗/Z → ee tt̄ and tt̄-like Jets
60-120 7812104 7813715 ± 13568 7768204 ± 13566 41176 ± 175 4334
120-400 245101 250408 ± 1144 198687 ± 1136 46941 ± 130 4779
400-600 4297 4192 ± 35 2914 ± 30.49 1159 ± 18 118
600-900 943 934.16 ± 9.9 740 ± 7.31 170 ± 6.5 22.5
900-1300 182 175.45 ± 2.4 155 ± 0.96 15.89 ± 2.19 3.70
1300-1800 33 32.60 ± 0.41 30.8 ± 0.26 1.15 ± 0.28 0.64
1800-5000 9 7.23 ± 0.08 7.05 ± 0.05 0.05 ± 0.00 0.13
60-5000 8062669 8069466.56 ± 13616.33 7970740.72 ± 13614.34 89465.75 ± 219.88 9259.72

Table 6.14: Predicted SM background and observed data yields as a function of the dielectron invariant
mass. The uncertainties of the total background predictions include only the statistical component.
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Figure 6.27: Data minus background over background distribution for all selected events (top), events in
the barrel-barrel category (middle) and events in the barrel-endcap category (bottom) [118].
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6.7 Statistical interpretation

Given that no excesses over the SM expectation are seen in the invariant mass spectra,
upper limits on the ratio of cross sections of a new resonance to the Z resonance are
computed.

Methodology

The statistical treatment of the results follows a Bayesian method with an unbinned
extended likelihood function [125, 126, 127].

The probability density function (pdf) is modeled as the sum of a resonant signal pdf
and a steeply falling background pdf as follows:

f(m|θ,ν) = q1 · fS(m|θ,ν) + (1− q1) · fB(m|θ,ν) (6.5)

where m is the observable under study (specifically the dilectron invariant mass), θ
is the vector of parameters of interest and ν the vector of nuisance parameters. The
probability of a signal event is given by q1.

The signal pdf fS is modeled as the convolution of a Breit-Wigner function, describing
the natural shape of the resonance, with the resolution function Res(m|σ,θ):

fS(m|Γ, σ,θ) = BW(m|Γ)⊗ Res(m|σ,θ) (6.6)

where Γ is the intrinsic width of the signal and σ is the mass resolution. Possible other
parameters of the resolution function are left as implicit to avoid a heavy notation. As
described in Section 6.4 the resolution function Res(m|σ,θ) is described by a RooCruijff
function.

The background pdf has instead an ad-hoc shape derivation computed using simulated
background events. An analytic function is used to describe the background shape in the
search region above 200 GeV of dielectron invariant mass. The function that was found to
fit the shape of the combined background coming from all SM processes summed together
can be expressed by:

fB(m | a, b, c, d, k) = Aea+b×m+c×m2+d×m3

mk (6.7)

where A is a normalization parameter. The rest of the parameters is determined by a fit
to the simulated dielectron mass spectrum performed in the mass range 200-5500 GeV.
The background spectra together with the fitted functional forms are shown in Figure
6.28 for the BB and BE categories.

The parameter of interest used for this analysis is Rσ, defined as the ratio between
the cross section times branching ratio (BR) to electron pairs of a generic new resonance
normalized to the same quantity for the Z resonance in the mass region 60-120 GeV:

Rσ =
σZ′ · BR(Z

′ → ee)

σZ · BR(Z→ ee)
(6.8)

This choice has the important advantage that certain uncertainties, e.g. the uncertainty
on the integrated luminosity or any other ET-independent effect, cancel out or are at
least greatly reduced. The Rσ quantity can be connected to the signal event yield via the
following relation:

µS = Rσ
(Acc× ε)Z′

(Acc× ε)Z

NZ (6.9)
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Figure 6.28: The total SM background together with the fitted functional forms used for the limit setting
tool for the barrel-barrel (left) and barrel-endcap (right) channels.

where (Acc×ε)Z′ and (Acc×ε)Z are the acceptance times efficiency of the Z
′ and the Z

boson respectively and NZ is the number of selected Z events, defined in the mass region
60-120 GeV.

The unbinned likelihood is defined as:

L (m|Rσ,ν) =
N∏

i=1

f (mi|Rσ,ν) (6.10)

where the product is over the events in the dataset andm is the vector of corresponding
dielectron masses. Proceeding in extending the likelihood with a poissonian normalization
component in front of Equation (6.10) and inserting the equation for the signal and
background pdfs detailed above, one obtains:

L(m|Rσ,ν) =
µNe−µ

N !
·
N∏

i=1

(
µS(Rσ,ν)

µ
fS(mi|Rσ,ν) +

µB(Rσ,ν)

µ
fB(mi|Rσ,ν)

)
(6.11)

with µS and µB being the signal and background yields and µ the sum of the two yields.
The uncertainties on the nuisance parameters in the vector ν are taken into account

by modeling the nuisance parameter as

ν = ν̂ · (1 + δν)β (6.12)

where ν̂ is the estimate of ν, δν is the corresponding systematic uncertainty and β is a
random number drawn from a gaussian distribution with mean value at zero and second
order moment equal to 1 (denoted as Gauss(β|0, 1)). The likelihood is then weighted by
Gauss(β|0, 1) for each nuisance parameter giving

L(m|Rσ,ν) =
∏

j

(L(m|Rσ, ν̂j · (1 + δνj)
βj) ·Gauss(βj|0, 1) (6.13)

where the product is done over the nuisance parameters. The two categories of the analysis
are independent categories, hence the total likelihood can be obtained by multiplying the
two separated likelihoods.
With this definition of the likelihood function, 95% confidence level (CL) upper limits can
be computed using the Bayes theorem, which states:

121



CHAPTER 6. SEARCH FOR NEW PHYSICS IN THE DIELECTRON FINAL STATE AT CMS

f(Rσ,ν|m) · p(m) = L(m|Rσ,ν) · p(Rσ,ν) (6.14)

where p(Rσ,ν) is the prior pdf for the parameter of interest of the model. In this analysis,
the pior is taken as a log-normal distribution for the uncertainties, and a uniform (positive)
prior for the parameter of interest.
After integrating over the nuisance parameters ν, one obtains

p(Rσ|m) · p(m) = L(m|Rσ) · p(Rσ) (6.15)

The expression for the posterior pdf immediately follows as

p(Rσ|m) =
L(m|Rσ) · p(Rσ)

p(m)
=

L(m|Rσ) · p(Rσ)∫
L(m|Rσ) · p(Rσ) dRσ

(6.16)

Given the posterior pdf for the parameter of interest Rσ, the 95% C.L. upper limit R95
σ is

defined by the following constraint:
∫ R95

σ

0

p(Rσ|m) dRσ = 0.95 (6.17)

where the integration is done using the Metropolis-Hasting algorithm [128, 129].

Finally, it is worth noting (see Equation (6.9)) that the limit setting procedure de-
scribed above requires also the parametrization of the acceptance times efficiency (Acc×ε).
This parametrization is shown in Figure 6.29. For convenience, all the inputs required for
the limit setting tools are listed in Table 6.15, as well as the number of data events and
acceptance at the Z peak region.

Figure 6.29: The acceptance times efficiency for a spin-1 particle to be selected by the analysis in the
barrel-barrel region (left) and barrel-endcap region (right) together with the fitted functional forms used
in the limit setting tools [118].

Expected limits

Expected upper limits on Rσ under the background-only hypothesis are obtained comput-
ing the median of a set of limits derived using an ensemble of randomly drawn pseudo-data.
The limits for the pseudo-data are estimated using the same procedure as described for the
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Variable BB BE
(Acc× ε)Z 0.0895 0.0318

Error on (Acc× ε)Z′ /(Acc× ε)Z 6% 8%
Ndata (Mass region>200 GeV) 28154 25054

NZ 5739714 2036781

Table 6.15: Input parameters for the upper limit computation.

observed limits. The pseudo-data are generated by drawing the event yield as a random
number from a Poissonian distribution whose mean is

µB = µ̂B · (1 + δµB)βB (6.18)

where βB is again a random number extracted from a normal distribution as the case of
Equation (6.12). The value of µ̂B is estimated by integrating the background shape over
the observable range, where the shape is normalized over a sideband in the data below
200 GeV of dielectron invariant mass.

Repeating this procedure many times, the distribution of the expected limits under
the background-only hypothesis is built and so the median and the ±1σ and ±2σ bands
can be computed.

6.7.1 Systematic uncertainties

As already mentioned above, the results are expressed in terms of upper limits on the
parameter Rσ, defined as a ratio of cross sections, hence all systematic uncertainties
which are ET-independent cancel out and can be ignored. The main uncertainties are
mainly due to the MC modeling of the electron efficiency at high ET as well as NLO and
PDF effects on the Drell-Yan background. The PDF uncertainties on the DY background,
already described in Section 6.5.1, are summarised in Table 6.11 and range from 1.54%
at 400 GeV to 19.9% at 6 TeV.

In addition, a 3% (5%) uncertainty is assigned in barrel (endcaps) for the data/MC
HEEP selection scale factor at high ET. The jet background uncertainty is evaluated
to be 50% and the uncertainty on the non DY background is taken to be 7% based on
cross section uncertainties. A 2% (1%) energy scale uncertainty is assigned in barrel
(endcaps)17.

The total background uncertainty ranges from approximately 3% at 200 GeV to 12%
at 5 TeV. The background uncertainty is mainly driven, at low mass, by normalization
uncertainties while, at high mass, the PDF and NLO corrections are the dominating ones.

6.7.2 Upper limits

Using the methodology described above, 95% CL upper limits are computed for the Rσ

parameter. The limits are calculated in a mass window of ±6 times the signal width,
where the window is symmetrically enlarged until it contains at least 100 events.

The expected and observed upper limits for a resonance width of 0.6% is shown in
Figure 6.30. The signal Rσ curves are shown on the plot in order to obtain a mass limit
on two specific Z

′ signal model. The limits are obtained by dividing the LO cross section
of the specific model calculated using the PYTHIA 8.2 program with the NNPDF2.3
PDFs for the Z boson cross section. As the limits presented here are set on the on-shell
cross section and the PYTHIA event generator includes off-shell effects, the cross section

17See also the discussion about the “slew rate issue” of the ECAL electronics in Section 5.1.2.
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is calculated in a mass window of ±5% · √s centered on the resonance mass [130]. The
validity of this procedure for the Z

′
SSM and Z

′
ψ models was explicitly checked [130] and is

found to be accurate up to approximately 5-7% level. Finally to account for NLO effects,
the obtained signal LO cross sections are multiplied by a k-factor of 1.3.

Figure 6.30: The 95% CL upper limits on Rσ for a spin 1 resonance with a width equal to 0.6% of the
resonance mass. The shaded bands correspond to the 68% and 95% quantiles for the expected limits.
Theoretical predictions for the spin 1 Z

′
SSM and Z

′
ψ resonances are also shown [118].

In parallel to the search for new resonances in the dielectron final state, a similar search
was performed using the dimuon final state [123]. The expected and observed upper limits
for a Z

′ resonance with natural width of 0.6% and decaying in the dimuon final state is
shown in Figure 6.31.

Figure 6.31: The 95% CL upper limits on Rσ for a spin 1 resonance with a width equal to 0.6% of the
resonance mass for the dimuon final state. The shaded bands correspond to the 68% and 95% quantiles
for the expected limits. Theoretical predictions for the spin 1 Z

′
SSM and Z

′
ψ resonances are also shown

[118].

Given that the sensitivity of the two searches is comparable and, under the assumption
that the BR to dielectron and dimuon final state is the same, the upper limits coming
from the two separate searches can be combined.
Figure 6.32 shows the upper limits for the combination of the two analysis with dielectron
and dimuon final states.
Moreover, results for widths equal to 0.6%, 3% and 5% of the resonance mass are shown
in Figure 6.33.
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Figure 6.32: The 95% CL upper limits on Rσ for a spin 1 resonance with a width equal to 0.6% of the
resonance mass for the dielectron and dimuon final states combined. The shaded bands correspond to
the 68% and 95% quantiles for the expected limits. Theoretical predictions for the spin 1 Z

′
SSM and Z

′
ψ

resonances are also shown [118].

Figure 6.33: The 95% CL upper limits (only median) on Rσ for a spin 1 resonance with a width equal to
0.6%, 3.0% and 5% of the resonance mass for the dielectron (left) and dimuon (right) final states [118].

Finally, Table 6.16 lists the lower limit on the resonance mass for the Z
′
SSM and Z

′
ψ

models, for the dielectron and dimuon final states separately and for the combination of
the two channels.

Z
′
SSM Z

′
ψ

Channel Observed (TeV) Expected (TeV) Observed (TeV) Expected (TeV)
ee 4.00 4.00 3.50 3.50
µµ 4.35 4.35 3.80 3.80

ee + µµ 4.60 4.60 4.00 4.00

Table 6.16: The observed and expected 95% CL lower limits on the masses of spin 1 Z
′
SSM and Z

′
ψ

bosons for the combination of 13 TeV data, assuming a signal width of 0.6% of the resonance mass for
Z
′
ψ and 3% for Z

′
SSM.
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6.8 Summary

A search for high mass narrow resonances decaying in the dielectron final state has been
performed using data from proton-proton collisions at

√
s = 13 TeV taken by the CMS

experiment. The results of the analysis have been also combined with those of the analo-
gous search in the dimuon final state. The integrated luminosity for the dielectron sample
is 35.9 fb−1 and for the dimuon sample 36.2 fb−1. Since no evidence for non-SM physics
is found, upper limits at 95% confidence level on the parameter of interest Rσ have been
derived and limits are set on the masses of hypothetical particles that could appear in
two BSM scenarios.

My personal contributions to the analysis include the definition of the HEEP event
selection (see Section 6.3) for the RunII data-taking, the estimation of the irreducible
background coming from tt̄ and tt̄-like processes using the eµ invariant mass spectrum
(see Section 6.5.2) and the weekly monitoring of the dielectron invariant mass spectrum
during the data-taking.
In particular, given that the HEEP selection is used in other CMS analyses, since January
2016 I have been the HEEP contact for the exotica (EXO) group. In addition, I was
responsible for the studies on the mass scale and resolution of the ECAL detector, which
are key inputs for the computation of the limits, given that they are used to define the
signal model. Two major steps are needed: the first one considers only the Z peak region
via comparing the dielectron invariant mass shapes in data and MC for the two analysis
categories, while the second step inspects the higher invariant mass region considering the
difference between the generated invariant mass at simulation level and the reconstructed
invariant mass. Finally a parametric model for the mass resolution function is provided
as a function of the dielectron invariant mass itself, with the aim of allow flexibility in the
limits computation. The procedure has been described in details in Section 6.4.

The techniques described in this chapter have been applied to different datasets over
the years, collected according to the LHC schedule. This results in several publications
by the CMS collaboration: two PAS documents, one corresponding to the analysis of
2.6 fb−1 of integrated luminosity collected in 2015 [131] and the other corresponding to
the analysis of 12.9 fb−1 of integrated luminosity collected in the first half of 2016 [132]
and a paper [133] where the results obtained analyzing the 2015 dataset are combined
with the ones obtained at RunI, at a center-of-mass energy of 8 TeV. Moreover, another
PAS document, where the full 2016 dataset is analyzed, is going to be published in the
immediate future. The latest available results from CMS (showed in this chapter) put
95% confidence level lower mass limits on two particular BSM scenarios. For the Z

′
SSM

particle, which arises in the sequential standard model, and for the superstring inspired
Z
′
ψ particle, 95% confidence level lower mass limits are found to be 4.6 TeV and 4.0 TeV

respectively, for the combination of both dielectron and dimuon final state. These results
significantly extend the limits based on the 8 TeV datasets collected during RunI (see
Section 2.2.4).

The ATLAS collaboration has also provided several publications on the same topic:
three conference notes [134, 135, 136], corresponding respectively to the analysis of 3.2
fb−1 collected in 2015, 13.3 fb−1 collected in the first half of 2016 and 36.1 fb−1 collected
during the full 2016 period, and a paper [137] with the results on the 2015 dataset. The
latest available results from ATLAS [136] put a 95% confidence level lower mass limit of
4.5 TeV for the Z

′
SSM model and 3.8 TeV for the Z

′
ψ one, once the combination of both

dielectron and dimuon final states is considered. These results are well in agreement with
the ones obtained by CMS and showed in this chapter.
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Chapter 7

Search for new physics in the diphoton
final state at CMS

The production of high mass resonances decaying in the diphoton final state is a generic
prediction of several extensions of the SM. From general assumptions [138, 139], the spin
of a resonance decaying to two photons can be restricted to be either 0 or an integer
greater or equal to 2. The production of heavy spin-0 resonances decaying to two photons
is predicted by SM extensions with non-minimal Higgs sectors1, while the production of
spin-2 resonances is predicted by models postulating the existence of additional space-like
dimensions (see Chapter 2).
Previous results from both ATLAS [141] and CMS [142] collaborations based on the LHC
2015 data at center-of-mass energy

√
s = 13 TeV, reported the observation of modest

deviations from the background-only expectations, compatible with the resonant production
of two photons in the diphoton invariant mass region ∼ 750 GeV.

In this chapter the latest CMS results on the search for new physics in the diphoton
invariant mass spectrum at 13 TeV collected in 2016 will be described.
The analyzed dataset corresponds to an integrated luminosity of 12.9 fb−1.

7.1 Data and MC samples

The analysis employs the data collected in pp collisions at
√

s = 13 TeV by the CMS
experiment up to the first half of the 2016 data taking, for an integrated luminosity of
12.9 fb−1. Prompt calibration and alignment conditions were used to reconstruct the used
data. The analyzed sample fulfilled standard data quality criteria for all components of
the CMS detector (“golden json”).

The list of datasets used in the analysis is reported in Table 7.1, together with the cor-
responding integrated luminosity. The DoubleEG dataset is used for the nominal analysis,
while SingleElectron and SinglePhoton datasets are used for calibrations and background
control studies. As explained in Section 6.1, the DoubleEG dataset requires at trigger
level the presence of two electromagnetic objects compatible with two electrons/photons
in the final state, the SingleElectron dataset requires only one electromagnetic object
compatible with an electron, while SinglePhoton dataset requires the presence at trigger
level of one electromagnetic object compatible with a photon. The run ranges are adjusted
to only include certified runs.

The different Monte Carlo (MC) simulated samples used in this analysis were centrally
produced during the “RunIISpring16” campaign. Table 7.2 reports the samples related to

1The simplest extension of the SM Higgs sector consists in the addition of a second doublet of scalar fields to the theory.
Those models are known as two-Higgs-doublet models (2HDM) [140].
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Dataset Integrated luminosity
/DoubleEG/Run2016B-PromptReco-v2/MINIAOD 5.9 fb−1

/DoubleEG/Run2016C-PromptReco-v2/MINIAOD 2.6 fb−1

/DoubleEG/Run2016D-PromptReco-v2/MINIAOD 4.4 fb−1

/SingleElectron/Run2016B-PromptReco-v2/MINIAOD 5.9 fb−1

/SingleElectron/Run2016C-PromptReco-v2/MINIAOD 2.6 fb−1

/SingleElectron/Run2016D-PromptReco-v2/MINIAOD 4.4 fb−1

/SinglePhoton/Run2016B-PromptReco-v2/MINIAOD 5.9 fb−1

/SinglePhoton/Run2016C-PromptReco-v2/MINIAOD 2.6 fb−1

/SinglePhoton/Run2016D-PromptReco-v2/MINIAOD 4.4 fb−1

Table 7.1: Datasets used in the analysis.

the different background sources for the analysis2. The main background processes are
the irreducible background sources from the direct production of two photons (and jets)
in the final state (first block of Table 7.2), as well as the reducible components due to
γ + jets (second block of Table 7.2) and multijet final states coming from QCD processes
(third block of Table 7.2), where the jets are misidentified as photons. Finally, the last
row of Table 7.2 reports the sample corresponding to the Drell-Yan (DY) production
of two electrons in the final state. The samples were simulated respectively with the
SHERPA 2.1 [143], , MADGRAPH5_AMC@NLO 2.2 [144] (interfaced with PYTHIA
8.2 [106] for parton showering and hadronization), and PYTHIA 8.2 generators. The
DY background was generated with POWHEG v2 [100] for the next-to-leading order
(NLO) matrix elements using the NNPDF3.0 parton distribution functions, interfaced
with PYTHIA 8.2 for parton showering and hadronization.

Dataset Cross-section [pb]
/GGJets_M-60To200_Pt-50_13TeV-sherpa/ 5.971
/GGJets_M-500To1000_Pt-50_13TeV-sherpa/ 1.510e-01
/GGJets_M-1000To2000_Pt-50_13TeV-sherpa/ 1.181e-02
/GGJets_M-2000To4000_Pt-50_13TeV-sherpa/ 3.690e-04
/GGJets_M-4000To6000_Pt-50_13TeV-sherpa/ 2.451e-06
/GGJets_M-6000To8000_Pt-50_13TeV-sherpa/ 1.753e-08
/GGJets_M-8000To13000_Pt-50_13TeV-sherpa/ 7.053e-11
/GJets_DR-0p4_HT-40To100_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/ 18420.0
/GJets_DR-0p4_HT-100To200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/ 4881.0
/GJets_DR-0p4_HT-200To400_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/ 1092.0
/GJets_DR-0p4_HT-400To600_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/ 126.3
/GJets_DR-0p4_HT-600ToInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/ 44.75
/QCD_Pt-20to30_EMEnriched_TuneCUETP8M1_13TeV_pythia8/ 557600000
/QCD_Pt-30to50_EMEnriched_TuneCUETP8M1_13TeV_pythia8/ 6.876e+06
/QCD_Pt-50to80_EMEnriched_TuneCUETP8M1_13TeV_pythia8/ 2.180e+06
/QCD_Pt-80to120_EMEnriched_TuneCUETP8M1_13TeV_pythia8/ 4.140e+05
/QCD_Pt-120to170_EMEnriched_TuneCUETP8M1_13TeV_pythia8/ 7.517e+04
/QCD_Pt-170to300_EMEnriched_TuneCUETP8M1_13TeV_pythia8/ 1.899e+04
/QCD_Pt-300toInf_EMEnriched_TuneCUETP8M1_13TeV_pythia8/ 1.249e+03
/DYToEE_NNPDF30_13TeV-powheg-pythia8/ 2008

Table 7.2: Background MC samples with their cross-sections.

2For the final results, the background estimation follows a data-driven approach described in Section 7.5.1, hence the
MC samples are not used for this purpose. However, they are used for other studies, specified in the main text.
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Simulated signal samples of spin-0 and spin-2 resonances decaying to two photons
were generated at leading order (LO) with the PYTHIA 8.2 event generator, using the
NNPDF2.3 [111] parton distribution functions, with values of the resonance mass in the
range 0.5−4.5 TeV. They are summarized in Table 7.3. The first block of Table 7.3 reports
the simulated samples of heavy spin-0 resonances. The spin-0 case is treated like a heavier
SM-like Higgs boson production, via gluon-gluon fusion only. Three width scenarios are
considered where the natural width of the resonance Γ divided by the mass M of the
resonance itself Γ/M = 0.014%, 1.4% and 5.6%. The second block reports the simulated
samples of the RS gravitons, chosen as a reference for the spin-2 resonance search. In
this case, the relative width of the resonance is parametrized as Γ/M = 1.4k2 and thus
for the same Γ/M values as for the spin-0 scenario, k=0.01,0.1 and 0.2.

Dataset
/GluGluSpin0ToGG_W-0p014_M-XXX_TuneCUEP8M1_13TeV-pythia8/
/GluGluSpin0ToGG_W-1p4_M-XXX_TuneCUEP8M1_13TeV-pythia8/
/GluGluSpin0ToGG_W-5p6_M-XXX_TuneCUEP8M1_13TeV-pythia8/
/RSGravToGG_kMpl-001_M-XXX_TuneCUEP8M1_13TeV-pythia8/
/RSGravToGG_kMpl-01_M-XXX_TuneCUEP8M1_13TeV-pythia8/
/RSGravToGG_kMpl-02_M-XXX_TuneCUEP8M1_13TeV-pythia8/

Table 7.3: MC samples for different signal hypotheses. Masses between 500 GeV and 7000 GeV were
considered.

Different mass points were considered and left implicit as “M-XXX” in Table 7.3. For
the narrow width hyphotesis (i.e. Γ/M = 0.014%) the samples were produced with a fine
scan in mass:

• Every 5 GeV from 740 GeV to 770 GeV.

• Every 250 GeV from 1000 GeV to 4000 GeV.

• Every 500 GeV elsewhere from 500 GeV to 7000 GeV.

while for the larger width hypotheses, a coarser sampling was produced.
The simulation of the CMS detector response in both background and signal samples were
performed using the GEANT4 package [117].

Finally, all the MC samples include the simulation of pile-up interactions (see Section
3.2.2) comparable with the pile-up distribution in the dataset under study. Moreover,
the simulated pile-up distribution in MC was reweighted to match the corresponding
distribution in the analyzed data. In Figure 7.1, the data and MC distributions of the
number of vertices are compared after applying the diphoton event selection (see Section
7.3) for the two analysis categories where both photons are in the ECAL barrel (EBEB)
or one photon is in the barrel and the other in one of the endcaps (EBEE). It can be
seen that the absolute data/MC agreement is not particularly good: in this figure the
MC distribution is normalized to the luminosity in data and no additional k-factor is
considered, given that its value was not available. In later studies (see Section 7.5.1) the
LO cross-section is scaled by an “effective” k-factor of 1.4 to take into account higher order
corrections.

7.2 Trigger

A dedicated trigger path, requiring two photon candidates with a transverse momentum
larger than 60 GeV was developed for this analysis. This trigger is hence labeled as
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Figure 7.1: Distribution of the number of vertices for EBEB (left) and EBEE (right) for data (black
points with error bars) and the sum of the two main sources of background, after pile-up reweighting
[145].

“HLT_DoublePhoton_60” and referred to as “main analysis trigger”. In addition, the
ratio of the hadronic and electromagnetic energy deposit (theH/E ratio defined in Section
6.3 and reported in Section 7.3 for completeness) is required to be below 0.15 and no other
identification requirements are applied. The ET requirements of the trigger, together with
the requirement on the H/E ratio are referred to in the text as “HLT selection”.

Preliminarily, in order to study the efficiency of the main analysis trigger in data, a
control sample has been obtained by requiring the events to be triggered by the loose
working point (WPLoose) of the SingleEle_35 trigger3 path (whose efficiency has been
measured and reported later in this section). In addition, the diphoton selection used
in the analysis (see Section 7.3.2) was required, loosening the ET thresholds to 40 and
25 GeV for the leading and subleading photon candidate respectively. The leading pho-
ton candidate was also required to match an HLT candidate associated with the above
mentioned SingleEle_35_WPLoose trigger path. The electron veto requirement of the
selection (see again Section 7.3.2) has been removed. In this way, the control sample
obtained is almost completely composed by events where a Z boson decays to a dielectron
pair.

The efficiency of the main analysis trigger has been studied in two steps: first the effi-
ciency of the level-1 (L1) trigger has been checked, then the efficiency of the HLT selection
has been considered.
The HLT_DoublePhoton_60 trigger is seeded by the OR of three L1 triggers: Sin-
gleEG40, SingleJet200, and DoubleEG_22_12, respectively requiring one localised de-
posit in ECAL with ET > 40 GeV, an object compatible at L1 with a jet of transvere
momentum above 200 GeV and two localised objects in ECAL with ET > 22(12) GeV.
The efficiency of the first L1 trigger has been evaluated simply by counting the fraction of
subleading photon candidates that match the SingleEG40 trigger. Figure 7.2 shows such
a fraction as a function of the photon candidate pT for the barrel and endcap regions.

For photon candidates in the barrel with 75 < pT < 300 GeV the efficiency of the L1
trigger is found to be above 97% and above 90% for pT in the range between 300 and
400 GeV. Assuming no correlated source of inefficiency between the two legs, one can
therefore estimate a L1 trigger efficiency higher than 99% for events with two photons in
the barrel region and pT < 400 GeV. A similar conclusion can be taken for events with
at least one photon in the endcap region with pT < 300 GeV.
While more data are required to characterize the phase space with higher transverse

3The “35” in the trigger name specifies the ET treshold applied.
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Figure 7.2: Efficiency for the subleading photon candidate to match an e/γ L1 trigger object of transverse
energy above 40 GeV for the barrel (left) and endcap (right) regions [145].

momenta, the H/E requirement applied by the L1 trigger (0.03 and 0.06 for barrel and
endcaps respectively) is expected to reduce the efficiency of the SingleEG40 starting at
pT ∼ 500 GeV. In this case, the SingleJet200 seed is expected to recover most of the
inefficiency.

The efficiency of the HLT selection is studied by counting the fraction of subleading
photon candidates that match an HLT candidate associated with the main analysis trig-
ger path. The resulting curves are shown in Figure 7.3, where it can be seen that the
requirement is fully efficient for events where the subleading photon candidate pT is above
65 GeV.

Figure 7.3: Efficiency of HLT_DoublePhoton_60 trigger as a function of pT of the subleading photon.
The left and right plots refer to photon candidates in the barrel and endcaps regions respectively [145].

Assuming no correlation between the two legs, the HLT selection can be estimated to
be fully efficient for all the events entering the final analysis selection (where the photon
candidates are required to have a pT of at least 75 GeV; see Section 7.3.2). Since the
trigger efficiency measured in data is consistent with unity no additional corrections are
applied to MC.
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In addition to the main analysis trigger efficiency, also the trigger efficiency of the above
mentioned SingleEle_35_WPLoose has been considered given that, as explained above,
this is the trigger used in order to derive the Z→ ee control sample. The efficiency of
the SingleEle_35 HLT has been measured with the tag-and-probe technique [119] already
described in Section 6.2. For this measurement:

• The events have to pass the loose working point of the HLT_Ele27_eta2p1 trigger
where |η| requirements are restricted up to 2.1.

• The tag is requested to have pT> 40 GeV and pass the tight working point of the
electron selection developed by the electron/photon POG in 2015. The tag must also
fire the HLT_Ele27_eta2p1_WPLoose trigger.

• The probe must have pT> 20 GeV and pass the full photon selection detailed in
Section 7.3.2.

• The invariant mass of the tag-and-probe system is required to be within 70 GeV and
110 GeV.

The efficiency of the SingleEle_35_WPLoose trigger is evaluated by counting the fraction
of probes that match an HLT candidate associated with the concerned path. The resulting
efficiency curves are shown in Figure 7.4 and used to correct the simulation predictions,
since its deviation from unity is not negligible.

Figure 7.4: Efficiency of the SingleEle_35_WPLoose trigger as a function of the pT of the probe photon
[145].

7.3 Event selection

The analysis searches for a localised excess of events in the diphoton invariant mass
spectrum over the SM background. The event selection is meant to be as simple and robust
as possible. In particular, events are required to satisfy the trigger selection described in
Section 6.2. The resulting events are then combined to form diphoton candidates which
in turn have to first pass the preselection detailed in Section 7.3.1 and then the photon
identification and isolation criteria described in Section 7.3.2.

All the criteria were studied in 2015 and applied for the 2016 data as well after having
verified the changes between the two datasets.
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7.3.1 Events preselection

The diphoton candidates are required to satisfy the following kinematic criteria:

• The pT of both candidates has to be above 75 GeV.

• The absolute value of the pseudo-rapidity of both candidates, computed with respect
to the centre of the CMS detector and denoted ηSC in the following, is required to be
below 2.5 and not between 1.4442 and 1.566.

• At least one of the photon candidates has to have |ηSC | below 1.4442 (i.e. events with
both photon candidates in the endcap regions are rejected).
The events are hence split in two categories: one in which both photons are in the
barrel (EBEB) and the other one where one photon is in the barrel and the other in
one of the endcaps (EBEE). Further categorizations based on the shower shape of
the photons, like the R9 variable, were also tested but the improvement was found to
be negligible (1-3% on expected limit and significance) hence, for sake of simplicity,
they are discarded.

• The diphoton invariant mass is required to be above 230 GeV. For events where one
of the photon candidates is in the endcap region, the minimal invariant mass is asked
to be 320 GeV.

Both photon candidates of the pair are then required to satisfy the identification criteria
described in Section 7.3.2. If more than one diphoton candidate satisfies the set of selection
criteria described, only the pair with the largest scalar sum of photon momenta is retained.

A primary vertex is assigned to each diphoton candidate and the photon candidates
kinematic properties are computed under this assumption. The standard algorithm used
in CMS ranks the primary vertices according to the sum of the squares of the tracks
transverse momentum. In the case of events with neutral particles this algorithm may
lead to suboptimal performances, while the performances can be improved through the
analysis of the correlation between the tracks recoil and the diphoton system. Such
algorithms have been successfully used in the search for the diphoton decay of the Higgs
boson [146], hence in this analysis the same algorithm used for the H → γγ search has
been employed.

7.3.2 Photon identification and isolation requirements

A dedicated set of photon identification and isolation criteria (simply referred to as “pho-
ton identification”)4, targeting high pT objects, has been developed for the analysis. The
reason for developing a custom set is that the criteria developed by the electron/photon
POG are typically tuned for objects of much lower transverse momenta than those used
in this analysis. Therefore optimal analysis performance requires dedicated tuning.

The variables used are defined as follows:

• Isoch: the scalar sum of the transverse momenta of the charged PF hadron candidates
assigned to the chosen primary vertex for which the distance in terms of ∆R between
the photon candidate (labeled with a γ as subscript) and the generic PF candidate
(labeled with a cand as subscript) must be:

∆R =
√

(ηγ − ηcand)2 + (φγ − φcand)2 < 0.3.

4The photon identification requirements together with the preselection requirements described earlier define the full
“photon selection”.
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• Isoγ: the scalar sum of the transverse momenta of the PF photon candidates for
which ∆R < 0.3.

• H/E: the ratio of the energy deposited in the HCAL tower behind the photon
candidate and the energy of the candidate itself.

• σiηiη: the (weighted) spatial second order moment of the photon candidate in the η
direction, computed as

σiηiη =

√∑
i∈5×5 (ηi − η̄)2wi∑

i∈5×5wi
, wi = max (0, 4.7 + log(Ei/E5×5)) .

The photon identification and isolation criteria used in the analysis are shown in Ta-
ble 7.4. In addition to the criteria described earlier it can be noted that the photon
candidates are required to satisfy the so-called “conversion-safe electron veto” criterion,
whose purpose is to reduce the contamination coming from electrons, rejecting events
with no missing hits in the tracker.

Photon category Isoch(GeV) Isoγ(GeV) H/E σiηiη
|ηSC | < 1.4442 < 5 < 2.75 < 5× 10−2 < 0.0105
|ηSC | > 1.566 < 5 < 2.0 < 5× 10−2 < 0.028
conversion-safe electron veto applied for all categories

Table 7.4: Photon identification and isolation criteria used in the analysis. The full photon selection is
defined by these criteria, together with the preselection criteria described earlier.

The dependence of the chosen identification variables as a function of pile-up and
transverse momentum of the photon was studied. Only in the case of Isoγ the observed
effect was found to be non-negligible and specific corrections were applied in order to
correct the dependence of the 95% quantile of the variable. The general form of the
correction is:

¯Isoγ = α + Isoγ − ρ · A− κ · pT

where ρ is defined as the transverse energy density due to pile-up interactions calculated
using the Fastjet framework [147] and α, A and κ are factors to be found. Obviously,
the α term in the definition of the corrected photon isolation variable could be dropped
and its value subtracted from the corresponding thresholds. The reason to introduce
it is to maintain the intuitive meaning of the Isoγ variable, such that the median of the
corrected distribution ¯Isoγ would be roughly 0, as intuitively expected for isolated photon
candidates. The values of α, A and κ were derived using a MultiVariate approach and
separately for different rapidity regions. The coefficients were found to be consistent with
the results (obtained with the 2015 MC campaign) of previous analyses [148, 149] within
about 5-10%. In order to have a uniform set of identification criteria for the 2015 and the
2016 datasets (given that the results coming from the two datasets will be combined at
the end of this chapter), the numerical values from [148, 149] have been used. They are
listed in Table 7.5.

To conclude the section, the diphoton identification efficiency as a function of the gener-
ated diphoton invariant mass is reported in Figure 7.5. The overall diphoton identification
efficiency is over 85% for diphoton candidates in the barrel-barrel (EBEB) category while
it is about 80% in the barrel-endcap (EBEE) one.

134



CHAPTER 7. SEARCH FOR NEW PHYSICS IN THE DIPHOTON FINAL STATE AT CMS

Region α (GeV) A κ
|ηSC | < 0.9 2.5 0.17 4.5× 10−3

0.9 < |ηSC | < 1.4442 2.5 0.14 4.5× 10−3

1.566 < |ηSC | < 2.0 2.5 0.11 3× 10−3

2.0 < |ηSC | < 2.2 2.5 0.14 3× 10−3

2.2 < |ηSC | < 2.5 2.5 0.22 3× 10−3

Table 7.5: Corrections factors for the Isoγ variable.

Figure 7.5: Diphoton identification efficiency as a function of the diphoton invariant mass at generation
level, evaluated on the irreducible γγ background. The efficiency is computed with respect to the diphoton
candidates passing the preselection detailed in Section 7.3.1. Events in the EBEB (EBEE) category are
shown on the left (right) [145].

7.3.3 Selection efficiency

The tag-and-probe technique (see Section 6.2) is used to determine the efficiency of the
photon selection5 described in the previous sections (preselection plus identification and
isolation requirements) using Z→ ee events in data and MC.

Data events are selected in the SingleElectron dataset, requiring the loose working
point of the HLT_Ele27_eta2p1 (|η|-restricted up to 2.1 and with ET treshold at 27
GeV). In the MC samples, the trigger information is missing, so no trigger is required in
this case. For the efficiency measurement:

• The tag electron must have pT > 30 GeV and pass the tight working point of the
official electron selection developed by the electron/photon POG in 2015.

• The probe photon must have pT > 20 GeVand pass the inverted electron veto.

• The invariant mass of the tag-and-probe system is required to be within 70 GeV and
110 GeV.

The pT and η spectra of the probe photons entering the selection efficiency measure-
ment are shown in Figure 7.6 for the probes in data and in MC. In Figures 7.7 and 7.8 the
distributions of the variables used in the photon selection in data and MC are compared.
After rescaling the MC event yields to match those in data, the agreement is good in the
majority of the cases. The background contamination coming from fake photons, which is
visible in the H/E or Isoγ distributions, cannot anyway affect the efficiency results since
a fit to the invariant mass spectrum is performed to determine the signal and background
composition.

5For this study the electron veto requirement has been inverted in order to not reject the electrons.
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Figure 7.6: Transverse momentum (top and middle, in logarithmic and linear scale) and η (bottom)
spectra of the probes. Probes in the barrel (endcaps) are shown on the left (right) [145].
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Figure 7.7: Charged component of the isolation for probe photons Isoch (top) and photon component
of the isolation Isoγ for probe photons before (middle) and after (bottom) the corrections for pileup and
pT dependances described in the previous section. Probes in the barrel (endcaps) are shown on the left
(right) [145].
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Figure 7.8: H/E (top) and σiηiη (bottom) distribution for probe photons. Probes in the barrel (endcaps)
are shown on the left (right) [145].
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The variable which shows the largest disagreement between data and MC is the Isoγ
(bottom plots in Figure 7.7), even after applying the corrections for pT and pile-up de-
pendances discussed in the previous section.

The selection efficiency has been computed separately for photons in the barrel and in
the endcaps as a function of pT. The pT-binning has been chosen to keep the statistical
error within a few percents. To estimate the efficiency in MC, a simple cut-and-count
method is performed, following the recommendations of the electron/photon POG while,
in data, the selected events are fitted with a “signal plus background” model, simultane-
ously for probes passing and failing the selection. In particular, for the nominal efficiency
values, the signal probability density function is defined starting from a MC template
generated by the DY invariant mass shape in MC (referred to as “Z line-shape”) con-
voluted with a simple Gaussian function. The background probability density function
(pdf) is instead defined as a falling exponential function. The impact on the efficiency
measurement coming from the choice of the signal and background models has been eval-
uated by changing the chosen pdf and repeating the procedure. The alternative signal
pdf is the Z line-shape convoluted with a Crystal Ball instead of a simple Gaussian6 while
the alternative background pdf is a RooCMSShape7. The maximal difference from the
nominal fit, bin-per-bin in pT, is taken as systematic error on the measurement.
As an example, the fit results for the dielectron invariant mass spectra built requiring that
the probe passes the photon selection (Passing probes), fails the photon selection (Failing
probes) or with no requirements on the probe (All probes) are shown in Figure 7.9 for
the pT bin defined by the range: 50 GeV < pT < 60 GeV.

Figure 7.9: Fit results (listed in the bottom right side of the figure) for the dielectron invariant mass
spectra built requiring that the probe passes the photon selection (top left), fails the photon selection
(top right) and with no requirements on the probes (bottom left). The pT bin considered is defined by:
50 GeV < pT < 60 GeV [145].

6The Crystal Ball function is defined as a Gaussian core connected with a power-low tail.
7The RooCMSShape is an error function connected with an exponential decrease.
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Table 7.6 reports the efficiencies for data and MC together with the statistical and
systematic errors.

Barrel Data MC
pT[GeV] Efficiency Stat. Err. Syst. Err Efficiency
20-30 0.7842 0.0011 0.0297 0.8331
30-40 0.8466 0.0004 0.0018 0.8820
40-50 0.8775 0.0002 0.0014 0.9092
50-60 0.8776 0.0005 0.0034 0.9115
60-80 0.8733 0.0012 0.0114 0.9109
80-110 0.8774 0.0024 0.0117 0.9107
110-150 0.8862 0.0037 0.0092 0.9158
150-200 0.8892 0.0059 0.0049 0.9160
200-270 0.8752 0.0090 0.0094 0.9256
270-350 0.8982 0.0150 0.0270 0.9238
350-500 0.8735 0.0260 0.0068 0.9255
Endcap Data MC
pT[GeV] Efficiency Stat. Err. Syst. Err Efficiency
20-30 0.6202 0.0017 0.0175 0.6870
30-40 0.7059 0.0009 0.0017 0.7586
40-50 0.7547 0.0008 0.0032 0.8012
50-60 0.7702 0.0019 0.0016 0.8182
60-80 0.7816 0.0033 0.0093 0.8319
80-110 0.8042 0.0062 0.0063 0.8549
110-150 0.8131 0.0097 0.0115 0.8672
150-200 0.8189 0.0168 0.0159 0.8958
200-350 0.8961 0.0175 0.0162 0.9167

Table 7.6: Photon selection efficiency measured in barrel and endcaps up to |η| <2.1 using the tag-and-
probe method.

The efficiencies and the ratio between data and MC (scale factors) are also shown
in Figure 7.10. In both cases, for the endcaps results the |η| region is restricted up to
|η| <2.1. This choice is motivated by the fact that the signal for this analysis is more
central (i.e. its decay products tend to have smaller |η| values) than the SM Z→ee process.
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Figure 7.10: Photon selection efficiency measured in barrel (left) and endcaps up to |η| <2.1 (right)
using the tag-and-probe method. Statistical and systematic errors are shown [145].

Figure 7.11 shows the efficiency and the scale factors as a function of η of the probe
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photon. Differently with respect to 2015 results, the scale factor is not compatible with 1

Figure 7.11: Photon selection efficiency measured using the tag and probe method as a function of the
pseudorapidity. Statistical errors only are shown [145].

in all the pT bins and as a result an additional correction has been applied in the analysis.
Also, a corresponding uncertainty of 6% is propagated to the signal model (see Section
7.7). This additional correction has been derived by fitting with a constant function the
scale factor distributions shown in the bottom side of Figure 7.10. The corresponding
numbers are listed in Table 7.7.

Region Photon selection scale factor
|η| <1.5 0.9627 ± 0.0002
1.5< |η| <2.1 0.9352 ± 0.0007

Table 7.7: Results of the fits to constant function for the data/MC scale factors related to the photon
selection efficiency.

As said, in order to use the Z peak in the tag-and-probe method, starting from the
full photon selection criteria, the electron veto has been inverted. The efficiency of the
electron veto itself has not been measured here, but one can refer to the electron/photon
POG measurement, done by using Z→µ+µ−γ events. The results of this measurement
have been extracted from [150] and reported in Table 7.8. Given that the data/MC scale
factors for the electron veto are close to 1 for all categories they are not propagated at
the analysis level.

Region Data Simulation Data/MC ratio
Eff. Stat. Err. Eff. Stat. Err. Eff. Stat. Err.

Barrel; R9 >0.85 0.9932 0.0005 0.9972 0.0008 0.9960 0.0010
Barrel; R9 <0.85 0.9750 0.0018 0.9824 0.0041 0.9924 0.0045
Endcap; R9 >0.90 0.9851 0.0013 0.9852 0.0025 0.9999 0.0029
Endcap; R9 <0.90 0.9525 0.0071 0.9658 0.0113 0.9862 0.0137

Table 7.8: Efficiency of the conversion-safe electron veto [150] in different categories (the R9 variable is
defined in Section 5.1.3). The data/MC ratio is also shown with its uncertainty.
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7.4 Energy scale and resolution corrections

Data-driven energy scale and resolution corrections are derived for the photon energy us-
ing the Z peak dielectron invariant mass8 coming from Z→ ee decays, through a workflow
which is described below and referred to as “calibration procedure”. The calibration pro-
cedure is organized in several steps, where the results at step n− 1 are used as inputs for
the n-th step. The dielectron invariant mass spectra are built requiring the loose working
point of the electron identification criteria developed by the electron/photon POG and a
cut on the electron transverse energy ET > 20 GeV. Moreover the electrons are required
to be ECAL driven (see Section 5.1.6 about the track seeding). In addition, some discrep-
ancies have been observed in the R9 distributions in data and MC and, consequently, the
R9 distribution in MC has been reweighted in order to match the distribution in data.

In the first step, run dependent energy scale corrections are derived and applied to
data, in order to correct for possible time dependent energy scale variations during the
data taking. In particular, both data and MC dielectron invariant mass distributions are
built in the range 80-100 GeV for several run range periods. An unbinned maximum-
likelihood fit is then performed using a Breit-Wigner (BW) function convoluted with a
Crystal Ball (CB) function. The BW parameters (mean and width) are fixed to the ones
taken from the Particle Data Group (PDG) for the mass and natural width of the Z boson,
while the CB parameters (∆m and ∆σCB) can be interpreted as the shift in the Z peak
position with respect to the PDG value (∆m) and a detector resolution term (∆σCB)
which broaden the invariant mass distribution; anyway the ∆σCB term is nowhere used
in the procedure. The fitted Z peak position is hence defined as:

Z peak position = PDG value + ∆m (7.1)

The energy scale in data is then corrected so that the Z peak position fitted in data
matches the Z peak position fitted in MC, for the different run range periods considered.
The behaviour of the ∆m shift in data and MC is summarized in Figure 7.12 for barrel
(EB) and endcaps (EE) divided in different |η| categories: while the overall behavior of
the scale in EB is rather stable in the first part of the dataset, a significant drop at the
level of 0.5 GeV is observed in the last part of the dataset; moreover, some significant
variations are observed in EE as can be seen in Figure 7.12. The effect is particularly
evident for the high-η region of EE, where a variation of about 1-1.5 GeV is clearly visible.
In more details, in order to align the Z peak position in data to be the one predicted by
the MC, data/MC run dependent energy scale factors (SF) are applied to the data in the
simple form, at the end of the first step:

SFstep1(run number, η) = peak position fitted in MC
peak position fitted in data

After applying the SFstep1 corrections to data, the invariant mass spectra are fitted again,
with the exact same procedure exposed before and in the same run range periods, as a
closure test of the step. As shown in Figure 7.13, a much more stable behaviour is obtained
as a function of run number and the ∆m values in data are closer to the corresponding
MC values.

In the second step of the procedure, on top of the SFstep1 corrections, a set of energy
corrections is obtained in 8 categories (4η×2R9), using what is called “smearing method”.
This method, instead of using an analytical function to fit the mass distributions in data
and MC, as done in the first step, employs the MC invariant mass distribution itself
as a binned pdf. In general terms (full details are given later), the MC invariant mass

8As explained in Section 5.1.3, two energy regressions are available: the photon-tuned one and the electron-tuned one.
Given that this analysis uses photons, the photon-tuned regression has been used for the calibration procedure.
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Figure 7.12: Z→ ee mass shift ∆m with respect to the PDG value for the Z boson mass (mZ = 91.188
GeV) in several run ranges for 4 η categories: 2 categories in EB, 2 categories in EE. MC value is displayed
as a continuous line.

Figure 7.13: Z→ ee mass shift ∆m with respect to the PDG value for the Z boson mass (mZ = 91.188
GeV), after applying the scale corrections derived at the end of the first step of the calibration procedure,
in several run ranges for 4 η categories: 2 categories in EB, 2 categories in EE. MC value is displayed as
a continuous line.

distribution is modified via a certain rule in order to better fit the data distribution,
guiding the procedure through the binned likelihood function computed between data
and MC.

In particular, the smearing method procedure consists in:

• Obtain the histogram of the invariant mass distribution in data.

• Obtain the histogram of the invariant mass distribution in MC.

• Fit the data histogram using the MC as a pdf, adapting the MC shape to the one in
data. Energy scale (∆P ) and energy resolution corrections (∆σ, also referred to as
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“smearing” corrections) are defined, as functions of η×R9, to improve the agreement
between the MC and the data distributions. These factors allow to redefine the
energy per electron in the MC with the rule:

EMC → EMC ×Gauss(1 + ∆P,∆σ)

where Gauss(1 + ∆P,∆σ) is a value extracted from a Gaussian distribution with
(1 + ∆P ) as mean and standard deviation ∆σ. As a marginal note, the use of a
Gaussian factor assumes that no extra behaviour exists in the tails of the invariant
mass distribution in data9.

• Electrons are defined in categories (4η × 2R9) and the values of ∆P and ∆σ which
optimise the agreement between the data and the modified MC (labeled as “MC
smear” in the figures) distribution are found maximising the likelihood between the
two distributions, assuming the MC distribution as the pdf. In particular a binned
likelihood (L) is defined, using the multinomial expression:

L =
∏

i p
Ni
i

where probabilities pi are taken directly from the normalized MC distribution in the
i-th bin range, and Ni identifies the number of events in data in that particular bin.

• At the end of the procedure, the found ∆P (as the one that maximizes the logarithm
of the likelihood, i.e. minimizes the negative logarithm of the likelihood function) is
used to define the scale factor for this second step as SFstep2 = (1−∆P ). The minus
sign in the definition of SFstep2 comes from the fact that the smearing method works
adapting the MC distribution to match the data, while at analysis level the opposite
is needed: the energy scale in data must be shifted to match the one in MC.

Technically also the ∆σ parameters are found at step 2, but only ∆P corrections are
considered10, in order to derive the resolution parameters only when the scale corrections
are already applied. Hence the final set of energy scale corrections is defined as:

SF = SFstep1(run number, |η|) ∗ (1−∆P (|η|,R9)) (7.2)

where it can be seen that the final SF are run-,|η|- and R9-dependent.

After applying the SF defined in Equation (7.2) to data, the third step of the calibration
procedure is performed, where a set of smearing corrections, in the same 8 categories
(4η × 2R9) of the second step, is found with the above defined smearing method, again
minimizing the likelihood between the smeared MC and the data. At the same time, the
third step serves also as closure test for eventual residual energy shifts ∆P . Hence, while
the set of scale corrections is run-,|η|- and R9-dependent, the smearing corrections are
only |η|- and R9-dependent. The latter can be found in Table 7.9, with their statistical
errors are labeled as ∆statσ. The 8 categories in η × R9 are specified too: it can be seen
that the barrel is split in a “low-η” region (|η| < 1) and a “high-η” region (|η| > 1), both
splitted according the R9 value. The same is done for the endcaps, splitted in |η| < 2
and |η| > 2 regions and then according to R9. The data energy scale corrections are not
reported in the table simply due to the large amount of run-,|η|- and R9-bins which have
been defined (about 100 run periods times the 8 η × R9 categories).

9This assumption proved to be effective from past experiences but in order to get even better data/MC agreeements this
could be re-thought for future analyses.

10A third step is proposed for ∆σ resolution corrections.
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Category ∆σ[%] ∆statσ[%]
EB: |η| < 1 R9 > 0.94 0.84 0.03
EB: |η| < 1 R9 < 0.94 0.97 0.03
EB: |η| > 1 R9 > 0.94 1.08 0.11
EB: |η| > 1 R9 < 0.94 1.62 0.04
EE: |η| < 2 R9 > 0.94 1.82 0.08
EE: |η| < 2 R9 < 0.94 2.20 0.05
EE: |η| > 2 R9 > 0.94 2.29 0.05
EE: |η| > 2 R9 < 0.94 2.51 0.06

Table 7.9: MC energy smearing corrections for the first half of 2016 dataset obtained using Z→ ee
events in 8 categories: (4η × 2R9).

Figure 7.14 shows the invariant mass distribution in data after applying the full set
of energy scale corrections, the initial MC distribution and the one at the end of the
calibration procedure, where the energy resolution corrections have been applied. As an
example, two categories are shown: both electrons in EB with |η| < 1 and R9 > 0.94, and
both electrons in EE with |η| < 2 and R9 < 0.94.

Figure 7.14: Invariant mass distribution in data after applying the full set of energy scale corrections,
compared with the initial MC distribution (red histogram) and the one at the end of the calibration
procedure (MC smear), where the energy resolution corrections have been applied. Two categories are
shown: both electrons in EB with |η| < 1 R9 > 0.94 (left), and both electrons in EE with |η| < 2
R9 < 0.94 (right).

The final validation of both the energy corrections (scale and resolution) and the se-
lection efficiency scale factors presented in Section 7.3.3 is shown in Figure 7.15 where
the dielectron invariant mass distribution in data is compared with the MC one, after
requiring the photon identification criteria described in Section 7.3.2 (inverting the elec-
tron veto) and applying the selection efficiency scale factors to MC together with the
efficiency of the HLT selection (see Section 6.2). The SingleEle_35_WPLoose trigger has
been required in data. The agreement between data and simulation is good for both the
analysis categories: EBEB (left plot of Figure 7.15) and EBEE (right plot of Figure 7.15)
As further check, Figure 7.16 shows the same regions of Figure 7.15 (EBEB and EBEE)
buth further splitted in R9 categories. Again, the data/MC agreement is rather good.
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Figure 7.15: Comparison between the predicted and observed invariant mass distribution of electron
pairs obtained after the application of the energy corrections (scale to data and resolution to MC) and
the selection efficiency scale factors to MC for events with both electrons in the barrel region (left) and
events with one electron in the barrel region and one in the endcaps (right).
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Figure 7.16: Comparison between the predicted and observed invariant mass distribution of electron
pairs obtained after the application of the energy corrections (scale to data and resolution to MC) and
the selection efficiency scale factors to MC. Distributions are shown for events where both electrons are
reconstructed in the barrel, with at least one having R9 > 0.94 (top left) and at least one having R9 < 0.94
(top right), as well as where one electron is reconstructed in barrel and the other in the endcap with at
least one having R9 > 0.94 (bottom left) and at least one having R9 < 0.94 (bottom right).

7.4.1 Systematic uncertainties on energy corrections

The total systematic uncertainty on the energy corrections is broken into several com-
ponents which are then added in quadrature assuming that they are uncorrelated. In
particular, an important source of systematic uncertainty in the determination of the
energy corrections to be applied in the search for high mass resonances decaying in the
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diphoton final state is the intrinsic difference between electrons and photons. This sys-
tematic source can be estimated by recomputing the energy corrections (only with the
smearing method) using the electron-tuned energy regression (instead of the photon-tuned
one used in the derivation of the nominal corrections) and taking the difference with re-
spect to the nominal values. This systematic uncertainty is defined as ∆ele in the text.
The event selection has also been varied, using the medium and tight working points for
the electron identification criteria of the electron/photon POG and the cut on the elec-
tron transverse energy ET, from 20 GeV to 25 GeV. This systematic uncertainties are
called respectively ∆sel and ∆ET

. The total systematic uncertainty is then defined via the
following relation:

∆tot
syst = ∆2

ele + ∆2
sel + ∆2

ET
(7.3)

Table 7.10 shows the different systematic uncertainties on the energy scale corrections
in the 8 η × R9 categories, as well as the total systematic uncertainty and the statistical
one. Table 7.11 has the same structure but for the energy resolution corrections.

Category ∆ele[%] ∆ET [%] ∆sel[%] ∆tot
syst[%] ∆stat[%]

EB: |η| < 1 R9 > 0.94 0.02 0.00 0.01 0.02 0.01
EB: |η| < 1 R9 < 0.94 0.00 0.00 0.01 0.02 0.01
EB: |η| > 1 R9 > 0.94 0.02 0.01 0.03 0.05 0.04
EB: |η| > 1 R9 < 0.94 0.02 0.02 0.05 0.06 0.01
EE: |η| < 2 R9 > 0.94 0.05 0.04 0.04 0.09 0.04
EE: |η| < 2 R9 < 0.94 0.05 0.00 0.04 0.07 0.02
EE: |η| > 2 R9 > 0.94 0.02 0.03 0.01 0.05 0.02
EE: |η| > 2 R9 < 0.94 0.05 0.09 0.02 0.13 0.03

Table 7.10: Systematic uncertainties on the energy scale corrections in the 8 η ×R9 categories.

Category ∆ele[%] ∆sel[%] ∆ET [%] ∆tot
syst[%] ∆stat[%]

EB: |η| < 1 R9 > 0.94 0.04 0.01 0.01 0.04 0.03
EB: |η| < 1 R9 < 0.94 0.07 0.05 0.01 0.09 0.03
EB: |η| > 1 R9 > 0.94 0.09 0.16 0.06 0.19 0.11
EB: |η| > 1 R9 < 0.94 0.01 0.05 0.01 0.05 0.04
EE: |η| < 2 R9 > 0.94 0.01 0.15 0.03 0.15 0.08
EE: |η| < 2 R9 < 0.94 0.03 0.02 0.03 0.05 0.05
EE: |η| > 2 R9 > 0.94 0.01 0.08 0.02 0.08 0.05
EE: |η| > 2 R9 < 0.94 0.07 0.07 0.02 0.10 0.06

Table 7.11: Systematic uncertainties on the energy resolution correction in the 8 η ×R9 categories.

7.4.2 Energy scale behaviour at high-ET

Given the importance in this analysis, a further check is performed in order to ensure
that the energy scale corrections are still valid at high-ET regions. This study exploits
again the dielectron invariant mass distribution, but after having applied the nominal set
of energy scale corrections (described in the previous sections) to data, and using boosted
Z→ ee events, where at least one the decay products carries large ET, with the advantage
of preserving the Z peak which can still be used as a handle.

In particular, the smearing method is used to verify if there is a need for extra scale
corrections in different ET categories, especially for ET > 150 GeV. Given the reduced
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amount of statistics in the high-ET region, the 8 η × R9 categories defined for the cali-
bration procedure have been merged in a single EB category and a single EE category.
The data/MC comparison for EB and EE are shown in Figures 7.17 and 7.18 respectively,
as well as the negative logarithm of the likelihood (NLL) used in the derivation of the
residual ∆P corrections. Even if the amount of statistics at high-ET is such that the
likelihood profiles cannot be considered to be “smooth”, a minimum in the NLL is clearly
visible in both EB and EE cases. Morever the purpose of this study is not the exact
derivation of additional corrections at high-ET but rather to proof that the energy scale
in data is under control. It can be seen that the residual ∆P corrections do not exceed
the systematic uncertainty of 1% assigned to the energy scale in the final analysis results
(see Section 7.8.1), being at the level of 0.3 (0.8)% for EB (EE).

Figure 7.17: Comparison between the invariant mass distribution in data and MC for two event categories
with both electrons in EB: both electrons with 100 < ET < 150 GeV (top left), one electron with
100 < ET < 150 GeV and the other one with ET > 150 GeV (top right). The profile of the negative
logarithm of the likelihood (NLL) used in order to derive the residual scale correction ∆P is also shown
(bottom) for the single electron category with ET > 150 GeV.

7.5 Background model

The strategy of the analysis is meant to be as simple as possible: it looks for a localised
excess of events in the diphoton invariant mass spectrum mγγ over the SM background,
which needs to be characterized.
There are three background sources for the search of high mass resonances decaying in
the diphoton final state:

• An irreducible source of background comes from the SM production of two prompt
photons in the final state either via the qq→ γγ process or via the gg→ γγ process
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Figure 7.18: Comparison between the invariant mass distribution in data and MC for two event categories
with both electrons in EE: both electrons with 100 < ET < 150 GeV (top left), one electron with
100 < ET < 150 GeV and the other one with ET > 150 GeV (top right). The profile of the negative
logarithm of the likelihood (NLL) used in order to derive the residual scale correction ∆P is also shown
(bottom) for the single electron category with ET > 150 GeV.

(which proceeds through quark loop). In the following the irreducible background
will be referred to as γγ.

• A second (reducible) source of background comes from the qg→ γj, where the jet j
in the final state is misidentified as a photon. This second type of background will
be referred to as γj.

• The third (reducible) source of background comes from QCD processes producing
at least two jets in the final state, misidentified as photons. This third type of
background will be referred to as jj.

Instead of relying on the MC description of these sources of background, a data-driven
approach has been chosen where the shape of background in themγγ spectrum is described
as a parametric function, whose parameters are derived by performing a fit on the mγγ

distribution in data (see next section).

7.5.1 Background parametrization and bias estimation

The choice of an appropriate parametric function able to describe the mγγ spectrum is
crucial in order to ensure the accuracy of the background prediction and, at the same
time, guarantee a good analysis sensitivity.
First, the background shape has been parametrized, for both analysis categories, via the
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ansatz functional form g(mγγ) defined as:

g(mγγ) = ma + b log(mγγ)
γγ (7.4)

As an example, Figure 7.19 shows the results of the fit to the mγγ spectra obtained by
using the ansatz funcional form defined above on the Asimov pseudo-dataset11.

Figure 7.19: The Asimov pseudo-dataset, showing the results of the fit to themγγ spectrum, for the EBEB
(left) and for the EBEE category (right) obtained by using the background parametrization g(mγγ) =

m
a + b log(mγγ)
γγ . The statistical uncertainty on the pseudo-data is reflecting the expected uncertainty in

data for 10 fb−1. In order to avoid introducing local distortions in the mγγ spectrum, the events are not
weighted to match the data pile-up distribution [145].

The accuracy of the background prediction obtained by fitting the mγγ spectrum with
an unbinned maximum-likelihood fit and so deriving the a and b coefficients of the g(mγγ)
function, is evaluated through the following procedure:

• A “true” background distribution h(mγγ) is derived by making histograms of the
mγγ distribution of the γγ MC samples (the SHERPA samples detailed in Table
7.2). The available MC samples have been generated in several mass bins covering
the mγγ interval 60 < mγγ < 13000 GeV. Furthermore, the LO cross-section is
scaled by a k-factor of 1.4 to take into account higher order corrections (this has to
be considered as an effective estimation of the non-available k-factor from the full
computation of the cross-sections at higher orders in the perturbative theory).

• Pseudo-data are extracted from the true distribution h(mγγ) making toy experiments
labeled as ti. The number of events in the ti corresponds to the expected number of
events for an integrated luminosity of 10 fb−1.

• An unbinned maximum likelihood fit is performed for each toy experiment with
the functional form g(mγγ), obtaining the a and b coefficients for the experiment i.
Hence, to each experiment ti correspond a fitted g function, labeled as ĝi(mγγ).

11The Asimov pseudo-dataset is defined as the particular binned dataset, where the number of events for each bin is
taken directly from the corresponding MC simulation, while the error in the same bin is taken from to the expectations in
data. The name Asimov is inspired by the short story Franchise, by Isaac Asimov, where elections are held by selecting
the single most representative voter to replace the entire electorate.

150



CHAPTER 7. SEARCH FOR NEW PHYSICS IN THE DIPHOTON FINAL STATE AT CMS

• The predicted number of events, obtained by integrating the fitted function ĝi(mγγ)
over a certain mass window, is compared with “true” number of events, obtained
by integrating the “true” background distribution h(mγγ) in the same mass window.
This comparison is done in several mass windows j and the pull test statistics is
constructed as:

pji =
N j
ĝi
−N j

h

σ(N j
ĝi

)

where σ(N j
ĝi

) is the error on the predicted number of events coming from the errors
on the fitted parameters of ĝi. The j index runs over the mass windows, while the i
index runs over the pseudo-experiments.

• Given a set of mass window intervals j (three sets have been considered, see later), the
background parametrization g(mγγ) is considered to be accurate if, for the median
value of the pull tests over the toy experiments, holds the following relation:

bj = | mediani
(
pji
)
| < 0.5 (7.5)

for all the mass windows j.
This request can be interpreted as the request that the deviation between the “true”
number of background events and the fitted number of background events, coming
from the chosen functional form does not exceed half of the statistical uncertainty
coming the fit. The systematic uncertainty coming from the choice of the fitting
function is then neglected as it is “reasonably” smaller12 than the statistical accuracy
[151].

• If the criterion from Equation (7.5) is not accomplished, the pull test statistics is
modified as follows:

p̃ij =
N j
ĝi
−N j

h√
σ2(N j

ĝi
) + β2

j

(7.6)

where βj represents an additional uncertainty (“bias term”) that is additionally as-
signed to the model. The βj term can be written as the integral in the mass window
j of a certain β function (which is determined for convenience, since it allows a useful
parametrization of the bias term): βj =

∫
j
β(mγγ)dmγγ. The bias criterion can then

be modified exchanging p with p̃.
Consequently, the criterion that allows to validate the accuracy of the background
parametrization writes as:

b̃j = | mediani
(
p̃ji
)
| < 0.5. (7.7)

The three sets of mass window intervals considered in the study were:

• The “default” set was built with variable bin width from 500 GeVup-to 5500 GeV:
these mass windows correspond to the set used for the analysis of the 2015 dataset
only, reported in a previous version of this analysis [149].

• A second set, listed in Table 7.13, was built to have a 5% width of the mγγ value.

• A third set, listed in Table 7.14, was built with a 10% width.

12In the searches for exotic new resonances the threshold is set to 0.5, while in the search for the SM Higgs boson decaying
to photons H→ γγ this threshold was tightened to be 0.2 [151].
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mγγ min (GeV) mγγ max (GeV) mγγ min (GeV) mγγ max (GeV)
500 550 900 1000
550 600 1000 1200
600 650 1200 1800
650 700 1800 2500
700 750 2500 3500
750 800 3500 4500
800 900 4500 5500

Table 7.12: List of mass window regions considered for the bias determination with a variable bin width
from 500 GeVto 5500 GeV. This was the list used for the analysis of the 2015 dataset [149].

mγγ min mγγ max mγγ min mγγ max mγγ min mγγ max
(GeV) (GeV) (GeV) (GeV) (GeV) (GeV)
500 525 1040 1090 2160 2270
525 550 1090 1145 2270 2380
550 580 1145 1205 2380 2500
580 610 1205 1265 2500 2625
610 640 1265 1325 2625 2760
640 670 1325 1395 2760 2895
670 705 1395 1465 2895 3040
705 740 1465 1535 3040 3195
740 775 1535 1615 3195 3350
775 815 1615 1695 3350 3520
815 855 1695 1780 3520 3695
855 900 1780 1865 3695 3880
900 945 1865 1960 3880 4000
945 990 1960 2060
990 1040 2060 2160

Table 7.13: List of mass window regions considered for the bias determination with a bin width of 5%.

mγγ min (GeV) mγγ max (GeV) mγγ min (GeV) mγγ max (GeV)
500 550 1425 1570
550 605 1570 1725
605 665 1725 1900
665 730 1900 2090
730 805 2090 2295
805 885 2295 2525
885 975 2525 2780
975 1070 2780 3060
1070 1180 3060 3365
1180 1295 3365 3700
1295 1425 3700 4000

Table 7.14: List of mass window regions considered for the bias determination with a bin width of 10%.

Moreover, several variations of the mγγ spectrum have been taken into account when
constructing the “true” background distribution h(mγγ). For each considered variation of
the mγγ spectrum, the study detailed above has been repeated. The following variations
have been considered:

• The mγγ spectrum predicted by the Sherpa MC samples is used as “default”. A fit of
the chosen background parametrization g(mγγ) in the default case has already been
shown in Figure 7.19.

• A mγγ-dependent k-factor [148] is applied to take into account higher order correc-
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tions up to NNLO (“pNNLO”).

• An artificial spectrum is generated, inverting (i.e. instead of applying the k-factor
itself, applying a “(2-k)-factor”) the k-factor (“mNNLO”).

• The contribution from reducible background is taken into account, parametrizing the
background composition measured in the 2015 data [149] (“pFakes”).

The modified bias criterion in Equation (7.7) was met for all the three sets of mass
window regions considered and for all the mγγ spectrum variations using as β functions
the ones reported in Table 7.15, which allow a convenient parametrization of the bias
term.

category mγγ range β(mγγ)/L(fb/GeV)

EBEB > 230 GeV 0.1×m(2.2−0.4×log(mγγ))
γγ

EBEE > 320 GeV 0.01×
( mγγ

600 GeV

)−5
+ 2× 10−6

Table 7.15: β functions, divided by the integrated luminosity L, for the two analysis categories.

The median of the pull tests (b) and the median of the pull tests modified with the
inclusion of the bias term (b̃) are shown for the default test region of Table 7.12 in
Figure 7.20 for the EBEB and EBEE category. It can be seen that while the b values
are sometimes outside the gray band corresponding to the 0.5 threshold, the b̃ are always
inside this band. The results for the set of mass window regions with a 5% and 10% width
are shown in Figures 7.21 and 7.22. Given that the chosen bias term parametrization is
able to meet the requirement of Equation (7.7) for all the different sets of mass window
regions considered and for all the MC shape variations, the background parametrization
procedure is considered to be validated.

Figure 7.20: Median of the pull (left) and modified pull (right) for all considered mass window regions
according to Table 7.12 for EBEB (top row) and EBEE (bottom row). Different datasets correspond to
different MC shape variations as specified in the main text [145].
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Figure 7.21: Median of the pull (left) and modified pull (right) for all considered mass window regions
according to Table 7.13 for EBEB (top row) and EBEE (bottom row). Different datasets correspond to
different MC shape variations as specified in the main text [145].

Figure 7.22: Median of the pull (left) and modified pull (right) for all considered mass window regions
according to Table 7.14 for EBEB (top row) and EBEE (bottom row). Different datasets correspond to
different MC shape variations as specified in the main text [145].
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7.6 Invariant mass spectra

The observed diphoton invariant mass spectra are shown in Figure 7.23 for the EBEB and
EBEE categories. Events are selected requiring the main analysis trigger (see Section 6.2)
and the full photon selection detailed in Section 7.3. The first half of the 2016 dataset has
been considered for the results reported here, for an integrated luminosity of 12.9 fb−1.
For both the analysis categories, the mass spectra are parametrized using the functional
form

g(mγγ) = ma + b log(mγγ)
γγ

Figure 7.23: Observed diphoton invariant mass spectrum in the EBEB (left) and EBEE (right) category.
The result of the parametric fit is superimposed to the data points, together with bands representing the
statistical uncertainties on the knowledge of the background shape [133].

In Figure 7.24 the diphoton invariant mass spectrum in data is compared to the MC
simulation predictions (the two main sources of background γγ and γj are considered)
for the two categories used in the analysis. The MC predictions are rescaled by a k-factor
equal to 1.4, in order to account for higher order effects.

Figure 7.24: Data/MC comparison of the diphoton invariant mass distribution for EBEB (left) and
EBEE (right) [145].

The total number of selected events Nev is also reported in Table 7.16 divided per
analysis category. The full mass region is defined by the diphoton invariant mass threshold
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mγγ > 230 GeV for the EBEB case, and mγγ > 320 GeV for the EBEE case. The number
of events in the search region mγγ > 500 is also quoted for both analysis categories.

Mass cut mγγ > 230 GeV mγγ > 320 GeV mγγ > 500 GeV mγγ > 500 GeV
Category EBEB EBEE EBEB EBEE
Nev in data 6284± 79 2791± 53 461± 21 800± 28

Table 7.16: Observed number of events in the two analysis categories.

As can be seen from the bottom part of Figure 7.23 which shows the difference between
the number of events in data and the number of background events coming from the
background fit using the functional form g, divided by the statistical uncertainty of the
fit, no striking sign of new physics is visible in the diphoton mass spectra with a maximum
deviation of ∼ 2σ for mγγ ∼ 600 GeV in the EBEB category, while a deficit of ∼ 1.5σ is
observed for mγγ ∼ 750 GeV13.

Comparison with 2015 dataset

The number of selected events in the first half of the 2016 dataset has been also compared,
in data and MC, with the one obtained for the 2015 analysis [149]. In Table 7.17 the
number of selected events Nev is compared in the full analysis region and in the search
region for the two datasets normalized to an integrated luminosity of 1 fb−1 for the two
analysis categories. Again, a k-factor of 1.4 is applied to the MC predictions for both
datasets.

Mass cut mγγ > 230 GeV mγγ > 500 GeV
EBEB

Dataset 2015 2016 2015 2016
Nev in γγ 389 460 34 35
Nev in γj 124 57 6 2.8

Total Nev in MC 513 517 40 38
Nev in data 458 487 36 36

EBEE
Dataset 2015 2016 2015 2016

Nev in γγ 152 168 47 47
Nev in γj 82 44 23 11

Total Nev in MC 234 212 70 58
Nev in data 230 216 68 62

Table 7.17: Number of events selected in data and MC in the EBEB category (first block) and in the
EBEE category (second block). A k-factor of 1.4 is applied to the MC predictions. Numbers refer to a
luminosity of 1 fb−1.

The agreement in the (normalized) number of events between the 2015 and 2016
datasets has been considered in order to ensure that no major inefficiencies have been
introduced between the two analyzed datasets. Hence, given that no clear excesses are
seen over the SM background expectations, upper limits on the production cross-section
times branching ratio for a heavy resonance decaying in the diphoton final state are com-
puted. The statistical treatment is explained in details in Section 7.8. Preliminarly, the
signal model description is explained in the next section, as it is an input for the upper
limit computation.

13A more accurate statistical interpretation of the results is reported in Section 7.8.2. The statements reported here about
the deviation in term of σ have to be considered purely heuristic.
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7.7 Signal model

In order to statistically interpret the results, it is necessary to have a description of the
signal shape distribution (fS in the Equation (7.10)). Two possible approaches have been
considered: a parametric model and a non-parametric model based on the MC samples.
The former is the one used in the analysis, while the latter was the one used for the 2015
analysis and no longer used. The old method is briefly described for reference and also
to allow a comparison between the two techniques. The main advantage when using a
parametric model is the possibility to perform a mass scan that could be fine at will,
starting from a simulated sample with only generator level quantities.

7.7.1 Parametric signal model

The building strategy for the parametric signal model starts by obtaining the diphoton
invariant mass distribution for the signal MC samples, after the application of the energy
corrections described in Section 7.4 and the efficiency scale factors described in Section
7.3.3. The aim is to describe the simulated diphoton invariant mass shape with an analytic
function in which the hypothetical signal mass (mX) represents a parameter which can
vary continuously for any value in the range of interest of the search. This strategy can
be extended in order to include as additional parameter the natural width of the new
resonance (ΓX). The procedure is defined below.

The theoretical signal shape of the heavy resonance is described by the functional form
of a relativistic Breit-Wigner centered at mX and with the expected natural width of ΓX .
The relativistic Breit-Wigner distribution can be fitted with a double-sided crystal ball
(dCB) function14. To prove this statement the generated diphoton invariant mass for a
resonance mass of 750 GeV is obtained and a dCB fit superimposed. The results of the
fit are shown in Figure 7.25, where it can be seen that the dCB function describes well
the shape at generator level.

Figure 7.25: Double-sided crystal ball fit (blue line) to the generated diphoton invariant mass distribution
for mX = 750 GeV, under the narrow width hypothesis (ΓX/mX = 0.01) [145].

The reduced mass ∆m (response distribution), defined as the difference between the
reconstructed mass (mreco) and the generated one (mtrue):

∆m = mreco −mtrue (7.8)
14The dCB function has already been defined in Section 6.4. As a reminder, the dCB is defined as a gaussian core with

mean m0 and sigma σ and two asymmetric power-law tails defined by two different different n which are connected to the
gaussian core at α · σ distance from the mean.
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is computed for each available reconstructed mass point (mx= 500, 750, 1000, 1250,
1500, 1750, 2000, 2250, 2500, 2750, 3000, 4000 GeV). In order to construct the parametric
model the ∆m distribution is fitted again using a dCB function.
In Figure 7.26 the fit to the reduced mass is shown for the signal mass point mX = 750
GeV in linear and logarithmic scale, for both analysis categories.

Figure 7.26: Double-sided crystal ball fit (blue line) to the ∆m distributions for mX = 750 GeV in linear
scale (left) and logarithmic scale (right). Barrel-barrel category is shown on the top and barrel-endcap
category on the bottom [145].

The fit function of the theoretical diphoton invariant mass shape is then convoluted
with the fit function coming from the ∆m distribution to account for the experimental
resolution of the detector. The convoluted shape is compared with the reconstructed
mass shape in MC, as a closure test of the fitting model. The closure test is shown in
Figure 7.27 for mX = 750 GeV, where a close-to-optimal level of agreement is found.

As final closure test, the convoluted model obtained in the previous step is used to
throw a pseudo-dataset (Asimov), which is again fitted with a dCB function. The closure
test fit to the pseudo-dataset is shown in Figure 7.28 for mX = 750 GeV and for the
narrow width hypothesis (ΓX/mX = 0.01). This last fitting model represents the final
parametric description of the diphoton mass distribution for a resonance of mass mX and
for a given width ΓX , as used in the limit setting tools (see Section 7.8).

The signal model derived in the previous steps depends continuously on mX through
the parameters of the dCB function which defines the model itself: mean, σ, αL/R, nL/R.
For each category and for each width hypothesis the behaviour of these parameters as a
function of mX is studied and modelled with a polynomial function, using mX as the only
independent variable.

The parametric signal model obtained is shown in Figure 7.29 as a function of mX for
the different width hypotheses.
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Figure 7.27: Convoluted model (blue line) of the generator-level function (green line) and the response
function compared with the reconstructed diphoton invariant mass distribution for a resonance of mass
mX = 750 GeV for the barrel-barrel (left) and barrel-endcap category (right), both in logarithmic scale
[145].

Figure 7.28: Final dCB fit (blue line) of the diphoton mass distribution from a pseudo-experiment
generated from the convoluted model described in the text, for a resonance mass of mX = 750 GeV in
linear scale (left) and logarithmic scale (right). Barrel-barrel category is shown on the top and barrel-
endcap category on the bottom [145].

7.7.2 Non-parametric signal model

For the 2015 analysis, a non-parametric signal model was employed. A description of the
method is given here for reference, and so that the performance of the parametric signal
model can be compared with it.
First, a binned signal model for all available simulated signal samples is obtained. The
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Figure 7.29: Parametric signal model as a function of the resonance mass mX for different width hy-
potheses in the barrel-barrel category (left) and barrel-endcap category (right). From top to bottom the
width increases as follows: Γ/m = 0.14, 1.4%, 5.6% [145].

diphoton invariant mass distribution is obtained using the MC samples as input after the
application of the energy corrections and efficiency scale factors.
Then, each histogram is fitted with an analytic function for all the available mass points.
Finally, the signal model for a generic mass point is defined by an interpolation of the
fitted histograms obtained in the previous step using a morphing technique documented
in [153].

In order to evaluate the difference between the two signal models, expected limits on
the cross-section times branching ratio for a new resonance decaying in diphoton final
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state have been computed as described in Section 7.8.2 using both the parametric signal
model and the non-parametric signal model described above. The comparisons for both
spin 0 and spin 2 hypotheses and for the different width hypotheses are shown in Figure
7.30. The expected limits are found compatible within at most 3.5% for all spin and width
hypotheses. With this result, the parametric signal model is considered to be validated.
As a marginal information, it can be noticed from the luminosity labels on the plots in
Figure 7.30 that this closure test has been performed assuming an integrated luminosity
of 7.6 fb−1.

Figure 7.30: Expected sensitivity obtained with the statistical procedure described in Section 7.8 using
the non parametric signal model (labeld “76X Moriond Signal Model” in the legend) and the parametric
signal model (labeled “80X Parametric Signal Model”) for the spin 0 hypothesis on the left and spin 2
hypothesis on the right. From top to bottom the width increases as follows: Γ/m = 0.14, 1.4%, 5.6%
[145].
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7.8 Statistical interpretation

Given that no clear excesses over the SM expectation are seen in the diphoton invariant
mass spectra, upper limits on the production cross-section of a new resonance decaying
in the diphoton final state are computed following the methodology described below.

Methodolody

The statistical treatment of the results follows the modified frequentist method, commonly
known as CLs [154], in conjunction with the use of asymptotic formulas [155].
The first step is the construction of the likelihood function given the parameter of interest
µ (which will be defined later)15, and the vector of systematic uncertainties (nuisance
parameters)16 θ (see Section 7.8.1).
The likelihood function L(data|µ,θ) is written as:

L(data|µ,θ) = Poisson(data|µ,θ) · p(θ̃|θ) (7.9)

where data represents either the actual experimental observation or the pseudo-data used
for the computation of the expected limits (see the dedicated section) and p(θ̃|θ) is the
pdf associated to the vector of systematic errors and θ̃ is the default value of the vector
of nuisance parameters. All source of uncertainties are taken to be either 100% correlated
or uncorrelated: this allows one to include all the constraints in the likelihood function
in a clean factorised form. Typically, for the different sources of uncertainty normal and
log-normal distributions are used depending on the case.
It is also common to define the parameter of interest µ as the signal strength modi-
fier, which can be understood by explicitly writing the poissonian unbinned likelihood of
observing k events in data (or pseudo-data):

Poisson(data|µ,θ) = (k!)−1
∏

i

(µ · S(θ) · fS(xi) +B(θ) · fB(xi))e
−(µ·S(θ)+B(θ)) (7.10)

where fS(x) and fB(x) are the signal and background probability density functions re-
spectively (described in Sections 7.7 and 7.5), xi is the i-th value taken by the observable
under study (in the case of this analysis the diphoton invariant mass of the i-th selected
event), while S and B are the total event rates expected for signal and background.
As it can be seen from Equation (7.10), the variable of interest µ is a multiplicative factor
of the reference signal yield S. Once the result on µ is obtained (see next section) it is
easy to interpret the result in terms of the equivalent cross-section (of production of a
heavy resonance) times branching ratio (of the decay in the diphoton final state). In order
to do this, the last input which is still needed is the characterization of the acceptance
times efficiency curves for the analysis categories.
The acceptance times efficiency (ε× A) of the analysis, for both EBEB and EBEE cate-
gories, as well as the sum of the two is shown in Figure 7.31 for different spin hypotheses
as a function of the resonance mass mX as obtained in MC simulations, dividing the
fraction of events passing the full photon selection (see Section 7.3) by the total number
of generated events.

In order to compare the compatibility of the data (or pseudo-data) with the “background-
only” (also referred to as “null” hypothesis) and “signal plus background” hypotheses,

15The parameter µ sometimes is also called r in literature.
16A nuisance parameter is any parameter that is not under investigation but still has an impact on the predictions.
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Figure 7.31: Acceptance times efficiency (ε × A) curves for EBEB (blue), EBEE (red) categories and
the total sum of the two (black) for the spin 0 (solid lines) and spin 2 (dashed lines) hypotheses [152].

where the signal is allowed to be scaled by the factor µ, the test statistic qµ [156], based
on the profile likelihood ratio, is defined:

q(µ) = −2 log
L(µ · S +B|θ̂µ)

L(µ̂ · S +B|θ̂)
(7.11)

where θ̂µ refers to the conditional maximum-likelihood estimators of θ, given the signal
strength µ and data (or pseudo-data). The estimators µ̂ and θ̂ correspond to the global
maximum of the likelihood. Note also, in the definition of qµ, the factor 2 in the second
member of Equation (7.11), which asymptotically brings its distribution to a χ2 one.

Computation of the observed Limit

In order to quote the 95% confidence level (CL) observed upper limit on µ the strategy
is the following:

• Compute the observed value of the test statistic q̃obsµ for a given signal strength
modifier µ under test.

• Find values of the nuisance parameters θ̂0 and θ̂µ best describing the experimentally
observed data (i.e. maximizing the likelihood as given in Equation (7.9)), for the
“background-only” and “signal plus background” hypotheses, respectively.

• Generate toy pseudo-data to construct the probability density functions f(q̃µ;µ, θ̂µ)

and f(q̃µ; 0, θ̂0) assuming a signal with strength µ in the “signal plus background”
hypothesis and µ = 0 for the background-only hypothesis.

• Having constructed the f(q̃µ;µ, θ̂µ) and f(q̃µ; 0, θ̂0) distributions, two p-values are
defined, associated with the actual observation for the “signal plus background” and
“background-only” hypotheses, pµ and pb:

pµ = P (q̃µ ≥ q̃obsµ |signal + background) =

∫ ∞

q̃obsµ

f(q̃µ;µ, θ̂µ)dq̃µ
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1− pb = P (q̃µ ≥ q̃obsµ |background-only) =

∫ ∞

q̃obs0

f(q̃µ; 0, θ̂0)dq̃µ

and calculate CLs(µ) as a ratio of these two probabilities:

CLs(µ) =
pµ

1− pb
. (7.12)

• Finally to quote 95% CL upper limits on µ, denoted as µ95%, the value of µ is adjusted
until the condition CLs = 0.05 is reached.

Computation of the expected limit

Under the “background-only” hypothesis, a large number of pseudo-data is generated and
for each of them, the µ95% is computed as explained in the previous section. At that point,
by integrating the distribution of µ95% obtained for all the pseudo-data, one can build the
cumulative probability distribution of the results. The point at which the cumulative
probability distribution crosses the quantile at 50% defines what is referred to as “median
expected limit”. The ±1σ (68%) band is defined by crossing the 16% and 84% quantiles.
Crossing at 2.5% and 97.5% quantiles define the ±2σ (95%) band.

The results corresponding to the observed and expected upper limits set in this analysis
are shown in details in Section 7.8.2. However, before coming to the final results, the
different sources of systematic uncertainty are considered in the next section.

7.8.1 Systematic uncertainties

The impact of the systematic uncertainties is sub-dominant in this analysis, which is in
fact statistically dominated.

The uncertainties associated to the signal modelling are summarized below. All nor-
malization uncertainties are assigned to the overall signal yield (i.e. they refer to pair of
photons where applicable).

• Luminosity uncertainty: 6.2% on the signal normalization was assigned to reflect the
uncertainty on the knowledge of the total integrated luminosity as prescribed by the
luminosity POG.

• Selection efficiency uncertainties: a 6% uncertainty on the signal normalization was
included to reflect the uncertainty on the knowledge of the data/MC scale factors
(see Section 6.2).

• Parton distribution functions: a 6% uncertainty on the signal normalization was
assigned in order to account for the variation in the kinematic acceptance of the
analysis coming from the use of alternative PDF sets.

• Photon energy scale uncertainty: a 1% energy scale uncertainty was assumed. This
number was derived to take into account the knowledge of the energy scale uncer-
tainty at the Z peak as well as the knowledge on the extrapolation to high mass,
following the studies presented in Section 7.4.

• Photon energy resolution uncertainty: this uncertainty was evaluated by summing
and subtracting in quadrature a 0.5% constant term from the estimated resolution
correction term measured at the Z peak. The 0.5% value for the constant term was
chosen to match the statistical uncertainty on the energy resolution corrections.

164



CHAPTER 7. SEARCH FOR NEW PHYSICS IN THE DIPHOTON FINAL STATE AT CMS

The parametric background model (see Section 7.5) has no associated systematic un-
certainties, except for the treatment of the bias term in the hypothesis test described
below.

Inclusion of the bias term in the hypothesis test

In order to account for the bias term (see Section 7.5) in the test statistics used in the limit
setting procedure, the background model g(mγγ) is modified to include an additional term
which has the same distribution as the signal hypothesis under test s(mγγ), but rescaled
by a factor proportional to θβ ·Nβ as defined in Equation (7.13):

g̃(mγγ|θβ) · p(θβ) =

(
Nbkg − θβNβ

Nbkg

g(mγγ) +
θβNβ

Nbkg

s(mγγ)

)
·Norm(θβ) (7.13)

In particular, Nβ in Equation (7.13) is the integral of the bias function defined at the
end of Section 7.5 multiplied by the signal shape function, hence Nβ =

∫
β(mγγ)·s(mγγ)

17,
and Norm(θβ) is the normal distribution of the nuisance parameter θβ, introduced to take
into account to the bias term.

The size of the Nβ term for the widest mass hypotheses tested in the analysis is
quantified in terms of equivalent cross-section and shown in Table 7.18.

Signal hypothesis Nβ/(ε ·A · L)(pb) Signal hypothesis Nβ/(ε ·A · L)(pb)
mG (GeV) Γ/M (%) EBEB EBEE mG (GeV) Γ/M (%) EBEB EBEE
500 5.6 2.54 6.75 2000 5.6 0.04 0.04
750 5.6 0.94 1.71 3000 5.6 0.01 0.04
1000 5.6 0.43 0.59 4000 5.6 0.004 0.07
1500 5.6 0.12 0.15

Table 7.18: Equivalent cross section of the uncertainty associated to the bias term for the widest signal
hypotheses tested in the analysis for spin J = 2.

Effect of the bias term on the analysis sensitivity

In order to evaluate the impact of the Nβ term introduced in the previous paragraphs on
the sensitivity of the analysis, the effect on the median expected upper limits, obtained
with the additional term included or not has been considered. The expected limits in both
cases were computed using the same technique exposed in the previous sections (which is
also of course the same one used for the final results) assuming an integrated luminosity
of 10 fb−1. The results for the median expected limits computed in both scenarios (with
and without the Nβ term) are reported in Table 7.19 and in Table 7.20 for the spin 0
and spin 2 hypotheses, respectively. A comparison of the median expected limit for the
largest width RS graviton hypothesis is shown in Figure 7.32. As expected, the largest
effect is seen for the mass hypotheses with the widest width (Γ/M = 5.6 %) and at the
low end of the search region (mG ∼ 500− 800 GeV). In this range, a 5− 15% worsening
of the analysis sensitivity is estimated. The expected significance for a mass of mγγ = 750
GeV is reduced by up to 6% when the largest signal width hypothesis is considered. For
narrower and heavier mass hypotheses, the size of the effect is smaller. For the narrow
width (large width) hypothesis the effect is at most 1% for masses above 1 TeV(1.6 TeV).

17Given that the signal shape is localised around the resonance mass mX , the result of the integration can be aproximated
by Nβ ∼ β(mX) · FWHM where FWHM stands for the full width at half maximum of the signal shape distribution.
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mγγ(GeV) Γ/M (%) Expected limit (fb) Expected limit (fb) Difference
with bias without bias (%)

500 0.014 2.61 2.43 7
5.6 5.37 4.80 12

750 0.014 1.28 1.25 2
5.6 2.72 2.57 6

1000 0.014 0.82 0.81 1
5.6 1.58 1.49 6

3000 0.014 0.31 0.31 < 1
5.6 0.34 0.34 < 1

Table 7.19: Comparison of the median expected upper limit on the signal strength for the narrow and
large width hypotheses for the spin J = 0 hypothesis using the bias parametrization from Table 7.15. An
integrated luminosity of 10 fb−1 is assumed.

mγγ(GeV) Γ/M (%) Expected limit (fb) Expected limit (fb) Difference
with bias without bias (%)

500 0.014 3.34 3.06 9
5.6 6.63 5.88 13

750 0.014 1.58 1.54 3
5.6 3.25 3.07 6

1000 0.014 0.97 0.96 1
5.6 1.83 1.75 5

3000 0.014 0.31 0.31 < 1
5.6 0.35 0.35 < 1

Table 7.20: Comparison of the median expected upper limit on the signal strength for the narrow and
large width hypotheses for the spin J = 2 hypothesis using the bias parametrization from Table 7.15. An
integrated luminosity of 10 fb−1 is assumed.

Figure 7.32: Comparison of the median expected limit for the largest width and spin 2 hypothesis in the
mass range 700 GeV < mγγ < 2 TeV computed with and without the inclusion of the bias term in the
hyphotesis test [145].

7.8.2 Upper limits

To set upper limits on the signal strength, two families of models are considered:

• Generic scalar resonances produced via gluon-gluon fusion (having spin J = 0).
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• RS gravitons (having spin J = 2).

The ADD graviton model is discarded here, given that the characteristic mass separa-
tion of the model would be so small that individual resonances cannot be resolved from
each other [157, 158, 159, 160, 161].

For each of the two spin hypotheses, three kind of width scenarios are considered
Γ/M : 0.014%, 1.4% and 5.6%. In the case of the RS graviton resonances, the width is
parametrized as Γ/M = 1.4k2 and thus k = 0.01, 0.1, 0.2.
Figure 7.33 shows the median expected (dashed lines) and the observed exclusion limits
(solid lines) for the different signal hypotheses under study. No relevant excesses over the
SM-only expectations are seen for any of the spin-width hypotheses considered.

Figure 7.33: Expected and observed upper limit for a spin 0 (blue) resonance and for a RS graviton
(grey) under different width hypotheses. From top to bottom the width under consideration increases
[133].

Moreover, the compatibility of the data with the background-only hypothesis was eval-
uated computing the background-only p-value p0, i.e. the probability to obtain a q(0)
above the observed one in the background-only hypothesis. The results are shown in
Figure 7.34. As it can be seen, no significant deviation is observed from the SM-only
predictions, and in particular in the region around 750 GeV for what concerns the 2016
dataset.
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Figure 7.34: Observed background-only p-value (p0) as a function of the resonance mass for a spin 0 (solid
black line) resonance and for a RS graviton (dashed blue line) under the different width hypotheses: small
width (upper left), medium width (upper right) and large width (bottom) hypotheses [133].
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7.8.3 Combination with previous results

The results obtained analyzing the 2016 dataset are then combined with those obtained
by previous analyses with different datasets [149, 162]. In particular, three searches are
combined:

• The results obtained analyzing the first half of the 2016 dataset, for an integrated
luminosity of 12.9 fb−1at

√
s = 13 TeV (discussed in this chapter).

• The results obtained analyzing the full 2015 dataset, for an integrated luminosity of
3.3 fb−1 at

√
s = 13 TeV (including the dataset taken when the CMS magnet was

off, corresponding to an integrated luminosity of 0.66 pb−1).

• The results obtained analyzing the full 2012 dataset, for an integrated luminosity of
19.7 fb−1 at

√
s = 8 TeV.

In order to combine the 2015 and 2016 results, the same background coefficients (a and
b in the definition of the background shape g(mγγ); see Section 7.5) are used for the 2015
dataset with the CMS magnet at nominal magnet field of 3.8 T and the 2016 dataset.
The normalisation coefficients are assumed to be independent, while the bias uncertainty
is taken to be fully correlated. The background shapes obtained with independent fits
to the two datasets are shown in Figure 7.35. Fully correlated signal uncertainties were
considered.

Figure 7.35: Background shapes obtained using independent fits to the 2015 3.8T dataset and the 2016
dataset. The EBEB and EBEE categories are shown on the left and the right respectively [145].

Figure 7.36 shows the combined (observed) background-only p-values p0 obtained using
the 2015 and 2016 datasets. As it can be seen from the figure (which hosts dedicated
windows where the diphoton mass region is zoomed), the ∼ 2.9 standard deviations18
excess observed in the 2015 dataset around 750 GeV under the narrow signal hypothesis
is reduced to less than 1 standard deviation when the two datasets are combined.

Finally, the 13 TeV results (coming from both 2015 and 2016 datasets) are further
combined with those obtained at 8 TeV [162]. The combined background-only p-values
p0 are shown in Figure 7.37.

The compatibility of the three results is also estimated by studying the likelihood func-
tion defined in Equation (7.9) as a function of the signal strength µ. In this way, three
likelihood scans are obtained, depending on the dataset considered, and the correspond-
ing µ values that maximize the likelihood (i.e. minimize the negative logarithm of the

18The look-elsewhere effect is not considerate in this estimate.
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Figure 7.36: Observed p0 as a function of the resonance mass obtained from the combination of the 2015
and 2016 results for a spin 0 (left) resonance and for a RS graviton (right) under the small width (top)
and large width (bottom) hypotheses [133].

Figure 7.37: Observed p0 as a function of the resonance mass obtained from the combination of the 8
and 13 TeV results for a spin 0 (left) resonance and for a RS graviton (right) under the small width
(top) and large width (bottom) hypotheses [133].
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likelihood) are obtained. It is easy then to interpret the results obtained for µ in terms of
a signal cross-section. Figure 7.38 shows the likelihood scan for the cross-section (times
branching ratio) of a spin 0 resonance under the narrow width hyphothesis having a mass
of 750 GeV. The plot shows results obtained with the individual 13 TeV analyses (blue
line for the 2015 dataset, red for the 2016 dataset) and 8 TeV analysis (in light blue), as
well as the combination of the three results (in black). It is a well known result in statistics
that the error on the maximum-likelihood estimator can be inferred “graphically” simply
by throwing a constant line at 1 and computing the intercepts with this constant line and
the likelihood function itself19 [163]. As it can be seen from the figure, the compatibility
between the different datasets is at the level of ∼ 2.5 standard deviations.
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Figure 7.38: Likelihood scan for the cross-section (times branching ratio) of a spin 0 resonance under the
narrow width hyphothesis having a mass of 750 GeV. The plot shows results obtained with the individual
13 TeV analyses (blue for the 2015 dataset, red for the 2016 dataset) and 8 TeV analysis (in light blue),
as well as the combination of the three results (in black) [152].

19This statement assumes that the minimum of the NLL is conveniently put at 0 and that a factor 2 is placed in front of
the NLL, as it is the case of Figure 7.38.
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7.8.4 Alternative analysis

In parallel to the main analysis, a major cross-check has been developed, performing
an alternative analysis that uses a completely independent data analysis framework, but
analyzes the same datasets. The event selection, object reconstruction, and energy correc-
tions used are identical to the ones used for the standard analysis. The two independent
softwares have been carefully synchronized and cross-checked on the 2015 dataset [164],
including a near-perfect agreement in selected events and diphoton mass values, and excel-
lent agreement, within 4% at most, in the relevant parameters for signal and background
models, and expected and observed limits and p-values.

Having fully understood the performances of the alternative analysis on the 2015
dataset, it has been applied on the 2016 dataset and its results compared with those
obtained by the standard analysis. There are 9083 events selected by the alternative
analysis, compared to 9068 for the standard analysis, of which 9032 events are in com-
mon. The remaining events not in common are attributed either to differences related
to the numerical precision near the boundaries of the various cut values which define
the photon selection or to known small difference in the MVA primary vertex selection
used by the two analyses. For the 9032 events in common, the diphoton mass values
are compared, and are in agreement at the level of 10−6, with differences in the core of
the distribution consistent with numerical precision. There is a small number of outliers,
with 100 events with a relative difference of more than 1%. These events are mainly cases
where a different primary vertex is selected.

The diphoton mass distributions of the selected events are compared between the cross-
check and standard analyses in Figure 7.39, with differences consistent with the level of
synchronization in the selected events and mass values.

Figure 7.39: Comparison between the diphoton mass distributions obtained for the selected events from
the alternative analysis (“cross-check”) compared to the standard analysis (“reference”) in the EBEB
category (left) and the EBEE category (right) [145].

Exclusion limits and background-only p-values have been also computed, but due to
lack of time, the additional photon efficiency scale factors derived for the 2016 dataset (see
Section 7.3) have been neglected, so implying an approximation at the level of 7%. The
expected and observed exclusions limits for a spin 0 resonance, under the narrow width
hyphotesis, are shown in Figure 7.40, as well as the observed p-value in Figure 7.41.

The exclusion limits and p-value obtained with the alternative analysis are compared
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Figure 7.40: The expected and observed 95% exclusion limits for a narrow spin 0 signal hypothesis in the
alternative analysis [145].

Figure 7.41: The observed p-value with respect to the background-only hypothesis for a narrow spin 0
signal hypothesis in the alternative analysis [145].

to those obtained for the standard analysis in Figure 7.42.
The shape of both the limit and p-value curves as a function of the diphoton invariant
mass are in excellent agreement. The normalizations, on the other hand, agree at the
10% level, of which an effect of approximately 7% is known to be attributed to the lack
of efficiency scale factors in the alternative analysis.

7.9 Summary

This chapter described the latest CMS search for high mass resonances decaying in the
diphoton final state. The analysis employs 12.9 fb−1 of pp collisions at center-of-mass
energy

√
s = 13 TeV, collected by CMS in the first half of 2016. The analysis strategy

has been described in details, in particular for what concerns the selection and photon
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Figure 7.42: Comparison between the expected and observed 95% exclusion limits (top) for a narrow spin
0 signal hypothesis obtained in the alternative analysis and those obtained in the standard analysis. The
comparison of the p-values obtained by the two analyses is shown on the bottom [145].

identification criteria, the energy scale and resolution corrections, the signal and back-
ground models. The results of the analysis are shown in Section 7.8.2 where it can be
seen that, overall, the observed data are consistent with the expectations coming from
the background-only hyphothesis.

My personal contribution to the analysis, reported in details in Section 7.4, accounts for
the studies on the energy scale and resolution of the ECAL detector. Their determination
is based on a multi-step procedure which uses events where the SM Z boson decays in
the dielectron final state. In the first step a maximum-likelihood fit is performed on
the invariant mass spectra, in data and MC, as a function of data-taking periods. The
following steps use the MC simulation as a probability density function in order to fit the
data invariant mass distribution. Once the complete set of scale and resolution corrections
have been obtained at the Z peak region, boosted Z events are considered, in order to
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explore the high-pT region, while still exploiting the Z peak as a handle. In addition, I
was involved in the computation of the upper limits and p-values (see Section 7.8.2), that
were frequently updated during the data-taking.

The techniques described in this chapter have been applied to different datasets pro-
vided by the CMS experiment according by the LHC data-taking schedule, resulting in
several publications over the years. The analysis of the 2015 dataset, corresponding to 2.6
fb−1 of integrated luminosity [165] and the following ones where also the dataset collected
when the magnetic field of the detector was at 0 T was considered [166, 142], showed an
excess of events (quantified in ∼2.9 standard deviations in terms of local p-value) in the
diphoton invariant mass region around 750 GeV. This result lead to a certain excitement
in the particle physics community, expecially because the ATLAS collaboration also re-
ported a similar excess in the same mass region [167, 141] and caused big expectations
from the analyses, by both ATLAS and CMS, of the factor ∼4 bigger dataset collected
in the first half of 2016.
The results obtained on the 2016 dataset collected by the CMS experiment up to July
2016 (12.9 fb−1) have been shown in this chapter, in combination with those obtained
analyzing the full 2015 dataset, corresponding to an integrated luminosity of 3.3 fb−1

and those obtained on the full 2012 dataset, corresponding to an integrated luminosity
of 19.7 fb−1 collected by the CMS experiment at a center-of-mass energy

√
s = 8 TeV.

When the three datasets are combined, the ∼ 2.9 standard deviations excess observed in
the 2015 dataset alone, around a mass value of ∼ 750 GeV under the narrow width signal
hypothesis, is reduced to less than 1 standard deviation, hence the existence of a new par-
ticle decaying in photon pairs is not confirmed. An alternative analysis performed with
an independent analysis framework confirms the results obtained by the main analysis.
The results have been published by the Physics Letter B journal [168].
A similar non-confirmation statement was obtained by the ATLAS collaboration by ana-
lyzing the 2016 dataset corresponding to 12.2 fb−1 of integrated luminosity, in combination
with the 3.2 fb−1 of integrated luminosity collected in 2015 [169].
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Chapter 8

Conclusions and perspectives

This thesis presented the latest available results from two separate searches for new physics
beyond the standard model, targeting the dielectron and the diphoton final state respec-
tively, with the CMS detector at the Large Hadron Collider. The two searches presented
here are independent, but share many similarities expecially for what concerns their strate-
gies, which are meant to be as simple and robust as possible. Different datasets have been
analyzed: the former analysis considers the full 2016 dataset recorded by the CMS ex-
periment during 2016 at a center-of-mass energy

√
s = 13 TeV, for a total integrated

luminosity of 35.9 fb−1, while the latter considers the first half of the 2016 dataset, for
a total integrated luminosity of 12.9 fb−1, which is then further combined with the 2015
dataset, also at a center-of-mass energy

√
s = 13 TeV, and with the results coming from

the 2012 dataset at a center-of-mass energy
√
s = 8 TeV. The results obtained by applying

the same analysis techniques described here on the 2015 dataset alone are not described
in details, but only cited in Sections 6.8 and 7.9. In particular, the analysis of the 2015
dataset, resulting in an integrated luminosity of 2.6 fb−1 (3.3 fb−1 when considering also
the dataset collected when the magnetic field of the CMS detector was at 0 T), showed
a mild excess of events, quantified in ∼2.9 standard deviations in terms of local p-value
in the diphoton invariant mass region ∼750 GeV, with an interesting coincidence with
the ATLAS case in the same invariant mass region. This fact drew a certain amount of
attention on the channel by the community and the eagerness to analyze a bigger amount
of data, which is in fact what has been done with the 2016 dataset as presented here.

The search for new heavy resonances decaying in the dielectron final state was described
in details in Chapter 6. The analysis exploits an electron selection that was specifically
optimized in order to have high efficiency for high-energy electrons. The main background
for the search, which comes from the standard model Drell–Yan process, was estimated
from simulations. Other sources of background with prompt leptons in the final state,
which include tt̄ and WW production, were also estimated from simulations. The third
source of background, which comes from processes of quantum chromo dynamics produc-
ing jets misidentified as electrons, was instead estimated using a data-driven approach.
The events were categorized according to the position of the electron candidates inside
the detector. Two categories have been defined: one with events with both the electron
candidates in the detector barrel, the other with events where one electron candidate was
reconstructed in the barrel and the other in one of the endcaps. Events with both electron
candidates reconstructed in the detector endcaps were discarded. The two channels were
combined for the final limit calculation. The observed dielectron invariant mass spectra
are in agreement with those predicted by the standard model. As a consequence, 95%
confidence level upper limits have been set on the ratio of cross section times branching
ratio of a new resonance to the one from the Z boson resonance, using a Bayesian ap-
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proach. With the measured upper limits on the cross-section ratio, lower limits on the
resonance masses have been set for particles predicted by various models. In particular,
for spin 1 resonances, masses below 4.0 TeV, for the Z

′
SSM particle from the sequential

standard model, and below 3.5 TeV for the superstring inspired Z
′
ψ particle could be

excluded with the dielectron channel alone. The combination with the dimuon channel,
whose analysis is not described in detail in this thesis, further improve the 95% confidence
level lower mass limits to 4.6 TeV for the Z

′
SSM particle and 4.0 TeV for the Z

′
ψ parti-

cle. The ATLAS collaboration has also provided results targeting the same final state.
The latest available results from ATLAS put a 95% confidence level lower mass limit of
4.5 TeV for the Z

′
SSM model and 3.8 TeV for the Z

′
ψ one. These results are obtained

by combining the dielectron and dimuon final states and are compatible with the ones
obtained by the CMS collaboration. They are the most stringent limits to-date on the
topic and they superseed the previous results obtained in the RunI era by the CMS and
ATLAS experiments themselves, extending the excluded mass region by roughly 1.5 TeV
(for example, in the RunI case, a Z

′
SSM decaying in the dilepton final state was excluded

at 95% confidence level for masses below ∼2.9 TeV, by both ATLAS and CMS).
The second analysis presented in this thesis is the search for new resonances decaying

in the diphoton final state. As for the dielectron case, the photon selection of this analysis
was specifically optimized in order to be highly efficient in selecting photons with high
transverse momentum. The background estimation followed a completely data-driven ap-
proach, via a parametrization of the observed diphoton invariant mass spectrum. The
event categorization is the same one as for the dielectron case: two categories have been
defined where at least one the photons in the final state has to be reconstructed in the
barrel side of the electromagnetic calorimeter, while the other can be either in the bar-
rel or in one of the endcaps. Events with both photon candidates reconstructed in the
endcaps were discarded. The two channels were then combined for the final results. No
significant excesses are seen in the measured diphoton invariant mass spectra over the
expectations coming from the standard model. As a consequence, 95% confidence level
upper limits have been set on the production cross-section times branching ratio of such
a new resonance, using the modified-frequentist approach known as CLs. Moreover, the
compatibility of the data with the background-only hypothesis was evaluated computing
the background-only p-values which showed no significant excess over the standard model
in the full spectrum and, in particular, in the diphoton invariant mass region ∼ 750 GeV.
The results obtained on the 2016 dataset have been combined with those obtained analyz-
ing the full 2015 dataset, corresponding to an integrated luminosity of 3.3 fb−1 and those
obtained on the full 2012 dataset, corresponding to an integrated luminosity of 19.7 fb−1,
at a different center-of-mass energy (

√
s = 8 TeV). With the combination of the three

datasets, the ∼ 2.9 standard deviations excess observed in the 2015 dataset alone, around
a mass value of ∼ 750 GeV reduced to less than 1 standard deviation. A similar con-
clusion is reported also by the ATLAS collaboration, where the 3.4 standard deviations
(in terms of local p-value) observed in the 2015 dataset only, under the relative width
hypothesis Γ/M = 10%, is reduced to roughly 2 standard deviations when the dataset is
combined with the 2016 one. Moreover, 95% confidence level lower mass limits are set,
excluding the mass region below 1.95 - 4.45 TeV depending of the relative width scenario
considered for the new resonance. The result significantly improves the one obtained at
RunI by CMS [51], where the excluded mass region was between 1.4 - 2.8 TeV, depending
on the width scenario considered. The ATLAS results at RunI inspected only the “low”
mass region up to 650 GeV.

The RunII era, with its dramatic increase in the center-of-mass energy with respect to
the RunI case, opened a completely new phase-space for the discovery of new phenomena
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beyond the standard model, and the analysis of the first datasets taken in this new era
has certainly been a goal of major importance. Unfortunately, no evidence of new physics
has been seen in the first part of the RunII data-taking. From now on, the next important
step in order to increase the sensitivity of the analyses is to cumulate the biggest possible
amount of statistics and explore even higher invariant mass regions. In order to achieve
this task, and according to the LHC schedule, the RunII data-taking will continue until
2018, when a long shutdown period is planned during 2019 and 2020. After that, the
RunIII period will start in 2021 and last until 2023. At the end of Phase-1 (which
includes RunI, RunII and RunIII) the collected integrated luminosity is expected to reach
300 fb−1.

Following another long shutdown period, the Phase-2, also referred to as “high lu-
minosity LHC” (HL-LHC), will start. The foreseen operating scenario is to reach the
instantaneous luminosity of 5 ·1034 cm−2s−1 and a potential peak value of 2 ·1035 cm−2s−1

at the beginning of the fills. Due to radiation damage, aging, and the challenges of higher
instantaneous luminosities at the HL-LHC, a number of major upgrades to the CMS de-
tector will be required in order to preserve the ability to carry out the diverse physics
program of the CMS experiment.
In particular, the upgrade must ensure that the precision electromagnetic calorimetry
and robust jet and missing transverse energy reconstruction capability are maintained
at the HL-LHC. Issues are particularly severe in the endcap region, where the present
calorimeters would suffer from radiation damage, hence both the electromagnetic and
hadronic endcap calorimeters must be replaced. For what concers the ECAL case, due to
the cumulated radiation in the endcaps, the crystals would develop very low light output.
Therefore, CMS plans to replace the endcap calorimeter of the ECAL subdetector with a
high granularity calorimeter made of silicon sensors and tungsten absorber. In the barrel
case, the crystal light output will be sufficient to ensure good performance, but hadron
fluence will cause a growth in the APD dark current, and consequently in the electronic
noise. A reduction of the APD dark current of a factor about 2 could be obtained by
lowering the operating temperature of the calorimeter from the present 18◦ C to about
8◦ C. Also, the ECAL electronics must be replaced to cope with the increase in trigger
latency and in readout rate. The new design will transmit all the ECAL data off-detector
with fast optical links. The upgrade of the electronics also includes a new preamplifier,
faster and better matched to the APD dark current increase.
Moreover, the new tracker subdetector will have substantially less material and in addi-
tion to providing improved tracking capability in a dense charged particle environment,
will also provide tracks to the L1 trigger, allowing a substantial increase in trigger func-
tionality. In fact, the CMS trigger algorithm will be more complex in order to select
the interesting events on top of the high number of concurrent pile-up interactions per
bunch crossing and the track information in the L1 trigger algorithms is one of the key
improvements in this direction.
Another major change at the HL-LHC will be the unprecedented average number of pile-
up interactions of about 140. The event vertices will be spread in position along the beam
axis with a displacement of 5 cm, and in time with a spread of hundreds of picoseconds.
This characteristic can be used to mitigate the pile-up using the time of flight information,
provided that the calorimeter hits have a precise timing measurement associated to them.
Finally, concerning the data-taking schedule, the HL-LHC foresees to deliver ∼250 fb−1

of integrated luminosity per year, during 10 years of operation, thus collecting, at the
end of operation, a factor roughly 100 more of integrated luminosity with respect to the
one used for the results showed in this document. Thanks to the massive increase in
cumulated statistics, a completely new era of precision measurements will be opened and
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the strategies of the analyses presented in this thesis will need to be re-defined and op-
timized in order to face the unprecedented experimental conditions, while the amount
of available data will allow the possibility to target more complex theoretical scenarios,
where, for example, broad resonances appear instead of a resonant peak over a continuous
background.
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