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Résumé

Dans les années à venir, le LHC passera dans une phase de haute luminosité.
Ainsi CMS sera exposé à un flux élevé de particules dans la région avant du spectro-
mètre à muons. Ce travaille est destiné à l’étude des détecteurs Triple GEM pour la
mise à niveau de la partie avant 1.6 < |⌘| < 2.4 du spectromètre à muons de CMS,
afin de pouvoir augmenter la redondance dans cette région. Le grand atout de cette
nouvelle technologie est le maintien d’une efficacité de détection élevé sous des taux
de radiations intenses.

Ce travail est consacré à la simulation de la réponse d’un détecteur Triple GEM
, couvrant la modélisation de plusieurs processus se déroulant à l’intérieur du dé-
tecteur entre autre l’ionisation primaire, le processus d’avalanche électronique et la
formation du signal sur les électrodes de lectures. Une partie de ces résultats seront
confrontées avec des données réelles, prises sur un prototype Triple GEM.

Abstract

In the coming years, the LHC will enter its phase of high luminosity. As a
result the CMS detector complex will be subjected to a high flux rate of particles
in the forward region of the muon spectrometer. The purpose of this work is to
study Triple GEM detectors for the upgrade in the 1.6 < |⌘| < 2.4 part of the muon
spectrometer in CMS in order to increase the redundancy in this region. The major
advantage of this new technology is its high detection efficiency under high rates of
radiation fluxes.

This work is aimed at modeling the response of a Triple GEM detector, ranging
from the simulation of a primary ionization, the electron avalanche process to the for-
mation of the signal on the readout electronics. Certain results of this computations
will be confronted with real measurements taken with a Triple GEM prototype.
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‘If I clap my hands, what is the
sound of one hand. If two
particles collide, what is the light
of one particle.’

Introduction

The Large Hadron Collider (LHC) at the European Organisation for Nuclear Re-
search (CERN) has been temporarily shut down early 2013. Before this break it collided
protons at energies up to 8 TeV in the center of mass reference frame at a instanta-
neous luminosity 1033cm�2s�1. During this first Long Shutdown (LS1) in 2013-2015 ,
several adjustments are being made in order for the LHC to reach its nominal energyp
s = 14TeV and a nominal luminosity of 1034cm�2s�1. The second Long Shutdown

(LS2) is being planned for 2018-2020 to improve collimation and reach a luminosity
beyond the foreseen 1034cm�2s�1.

Since the LHC produces collisions at a rate of 40 MHz, no technology is nowadays
available to store and analyze every single event. An efficient trigger system has to be
implemented to make a selection of a maximum of interesting events. By doing so it can
bring the rate of accepted events down to 100 Hz. This is the the case inside the Compact
Muon Solenoid (CMS) one of the four LHC experiments where the the trigger system
is composed by two trigger levels. The first is the Level-1 Trigger (L1 Trigger) which
collects information from the calorimeters and muon chambers and analyses it by the
use of complex algorithms. This first stage rejects a significant number of uninteresting
events and reduces the rate to 100kHz. The second is the High Level Trigger, composed
of a farm of computers running event reconstruction softwares.

It is then primordial to have an efficient working trigger system coupled to a data
acquisition system. In this work we are going to focus on the forward region of the CMS
muon spectrometer. It is composed of three types of gaseous detectors: the Resistive
Plate Chambers (RPC), the Dtrift Tubes (DT) and the Cathode Strip Chambers (CSC).
The first technology has a low spatial resolution of 1 mm but an excellent time resolution
around 1 ns. The CSCs and DTs complete the RPC with a spatial resolution of 100 µm
and a time resolution around 10 ns. They are all fast detectors suitable for a muon
trigger system.

Muon chambers are very important part of the CMS experiment. They play an
important role in the detection of high energy muons, often constituting the Golden
Channel. In fact processes like the decay of the scalar boson or apparition of new physics
are linked to the presence of muons in the final state. After the LS2 when the LHC
will run at higher luminosity, the trigger system will be confused due to the increase
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of background coincidences in the detectors. This will result in a degradation of muon
identification.

Keeping this in mind, we will see that the RPC efficiency decreases significantly
at those high rates of particles after the LS2. A new technology of gaseous detectors
is currently in development, the Gas Electron Multiplier (GEM). Those detectors have
comparable time and space resolution to the RPCs but are able to maintain an efficiency
of 98 % even at high energy fluxes. Therefore the aim of the CMS GEM collaboration is
to fill the forward region of muon spectrometer with Triple GEM detectors.

This work is dedicated to the study of this new detector technology and in particular
to the understanding of the signal formation on the anode strips. In a Triple GEM
detector the electron signal is complex and it is important to have a good understanding
of its formation process to investigate the performance of the new detector in term of time
resolution but also spatial resolution. Both very much depend on the charge distribution
over the different anodes.

Previously, Triple GEM detector studies were looking at the signal formation using
a unique and infinite readout plane. In this work we propose a method to simulate the
signal on a multi anode plane as it is in the CMS GEM detectors.

First we use a full 3-dimensional Monte Carlo simulation however very time consum-
ing, to study different gas properties and of the amplification process in the GEM foil.
We extract from this 3-D simulation parameters that we the use in a parametrization of a
Triple GEM detector. This parametrization is used to simulate quickly the the response
of our detector, starting from the primary ionization to the avalanche process in the
GEM foil. Then we use the full 3-D simulation to correctly compute the signal formation
on the anodes of the Triple GEM detector. This method allow us to quickly generate
Triple GEM signals by taking directly into account the complex electric field configura-
tion on the anode plane and contribute to a better understanding of the functioning of
this detector technology.

The first chapter provides the reader with a general overview of particle physics
in particular the Standard Model (SM) and its physical motivation. Chapter 2 gives
an overall description of the LHC and CMS while Chapter 3 concentrates on the muon
spectrometer. The gas electron multiplier (GEM) will be described in Chapter 4 followed
by a brief explanation of the simulation methods used to model the detector.

Preliminary results of this simulation are presented in Chapter 5 followed by the
study of a Single-GEM in Chapter 6. Finally using the results of Chapter 5, we will
be able to efficiently model a Triple GEM detector exposed in Chapter 7 followed by a
confrontation with experimental data.
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Chapter 1

The Standard Model

The Standard Model (SM) is a quantum field theory describing matter particles and
their interaction through force carriers called gauge bosons. Only three of the four
fundamental interactions of nature have been incorporated into this theory being the
electromagnetic, weak and strong interactions. Gravity has not been able to fit into the
SM. The latter has been constructed theoretically throughout the 20-th century and is
today the best experimentally verified model of particle physics. It has strongly been
shaped and confirmed by the confirmation of many theoretically predicted particles, from
the electron in 1897 to the discovery of the scalar boson in 2013.

1.1 Particles of the Standard Model

1.1.1 Matter particles

[1] Matter particles are mainly spin 1
2 particles known as fermions. 12 of those

fermions are described by the SM which attributes to each fermion a corresponding
anti-fermion. We have six quarks and six leptons and their basic characteristics are
summarized in Figure 1.1.

1.1.2 Interactions

However those particles also known as elementary particles are not sufficient to build
up matter as we know it. Since a particle can’t manifest its presence by its own, it needs
to interact with other matter particles in order to be detected. Additional particles called
gauge bosons have to be introduced to create interactions between those matter particles.
They result from the fact that the SM is a gauge theory based on the symmetry group
SU(3)C ⌦SU(2)L⌦U(1)Y . The generators of those 3 groups represent the force carriers
namely eight massless gluons for SU(3)C carrying the strong nuclear force, three massive
bosons for SU(2)L and one massless boson the photon for U(1)Y , responsible for the
electroweak interaction.
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Figure 1.1: Elementary particles of the Standard Model [2]

1.1.3 Spontaneous Symmetry breaking

So far there is no mechanism describing the mass generation of all these particles.
Why are some heavier and other are lighter or even massless? In order to give mass to
these particles, they have to interact with a scalar field. This is called the spontaneous
symmetry breaking (SSB) where the gauge group SU(2)L ⌦ U(1)Y (4 generators) is
broken down to U(1)EM (1 generator) where 3 broken generators arise, known as the
Goldstone bosons. This symmetry breaking produces 3 Goldstone bosons which give rise
to 3 massive electroweak bosons know as the W+,W�, Z and leaves the photon massless.
The same mechanism explains the mass generation of the leptons and quarks through a
Yukawa interaction between the scalar boson field and a fermion anti-fermion pair.

This mechanism predicted the existence of a new massive particle, quantizing this
famous scalar field 1 and completing the last piece of the SM. [3] Its existence has been
announced in July 2012 and confirmed in March 2013 at the LHC, having a mass around
125 GeV/c2 , a spin 0 and a positive parity. It has been proven to decay in the same way
as predicted by the SM. However additional measurements have to be made to exactly
test its interaction predicted by the SM or whether multiple bosons of its kind exist. One
extension of the SM predicts five scalar bosons where each of them has a leptonic decay.
Therefore the detection of leptons especially muons in those decay channels will be of
importance in the coming years of particle physics, enabling to extend the SM to a more
complete theory.

1. Yes, it is the only elementary scalar field in nature. ⇡0
are described by spin 0 field but are not

elementary particles
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1.2 Limits and extensions

Despite all those efforts to finally complete the SM, some problems persist. Lets state
one of these problems for instance the Hierarchy Problem and a SM extension attempting
to solve this problem: the Supersymmetry.

1.2.1 Hierarchy problem

[4] One vexing problem of the SM is the observed hierarchy between the electroweak
scale linked to the mass of the scalar boson MEW ⇠ 100 GeV/c2 and the gravity scale
linked to the Planck mass MP ⇠ 1019 GeV/c2. In order for the scalar mass to get its
experimentally observed scale it has to be fine tuned with respect to MP by several
quantum corrections. However it seems that there are loop corrections to the two-point
function with all the fermions of the SM running in the loop that restore the MEW scale
to its original scale MP due to quadratic divergencies. Let H be the scalar field ,   ̄ two
fermions to which H couples through a Yukawa interaction LSM � �H  ̄. The leading
logarithmic divergence reads:

�2
Z ⇤

UV

d4p
1

p(p� k)
⇠ �2⇤2

UV ⇠ M2
p (1.1)

where ⇤UV is the ultraviolet cutoff of the integral linked to the Planck mass MP , p
the momentum running in the loop and k the incoming momentum.

Figure 1.2: top: fermionic 1-loop correction, bottom : bosonic 1-loop correction
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1.2.2 Supersymmetric quantum field theory

Supersymmetric quantum field theory (SUSY) is a theory extending the SM which
relates integer spin particles to half-integer spin particles. To each particle in the SM,
SUSY associates a superpartner. When this symmetry is not broken, those superpartners
have the same mass and quantum numbers as the particle to which their are linked hence
doubling the number of particles in the SM. SUSY is of great interest, since it has an
elegant solution for the hierarchy problem. To each fermion, SUSY associates a bosonic
counterpart. We can then write an additional bosonic lagrangian term LSUSY

SM � µH2�2.
The divergence reads:

µ

Z ⇤
UV

d4p
1

p2
⇠ µ⇤2

UV (1.2)

By redefinition of the coupling constants µ ⇠ �2 we see that the two contributions
cancel each other out in a way that SUSY is able to maintain the hierarchy by protecting
it from quantum corrections. Superpartners have not been observed yet so SUSY must be
a broken symmetry if it is a true symmetry of nature. Moreover those particles should
have masses larger than the ordinary SM particles, estimated around the TeV scale.
The Minimal Supersymmetric Standard Model predicts five scalar fields. One of these
particles decays into SM high energy electrons and muons. Hence the necessity to have
an efficient muon detection inside CMS.
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Chapter 2

The LHC and CMS

In this Chapter we are going to give an overall description of the Large Hadron
Collider (LHC). First of all a short historical note will be given followed by a description
of the accelerator complex and some information about the future plans of the LHC. The
second part gives a description of CMS by reviewing in detail each detector technology.

2.1 Large Hadron Collider

[5] The Large Hadron Collider (LHC) is today the largest particle accelerator and
collider in the world. It has been built by the European Organization for Nuclear Research
(CERN) and is located near the Franco-Swiss border. It consists of a 27 km ring where
previously was located its predecessor Large Electron Positron collider (LEP). The main
particles that are accelerated, using several other accelerators as injectors are protons
and heavy ions. The latters are brought into collision at four different locations hosted
by four experiments: ALICE, ATLAS, CMS and the LHCb.

2.1.1 A brief history

The construction of the LHC has started in 1998 after its approval in 1994 by the
CERN council. Its concept was already been discussed back in the 80’s as a successor of
the LEP who was already running. Since the 27 km tunnel of the LEP was already in
place, it was the most economical place to host the LHC. The LEP was dismantled in
2000 while more and more sections of the new accelerator were assembled in the tunnel.
This continued until 2008 when the LHC was finally complete and ready to collide its firts
proton beams. In September 2008 it suffered from an incident where 50 superconducting
magnets were damaged and had to be shut down for one year.

After this shut down, the LHC to run at the center of mass energy of 7 TeV before
shutting down in February 2013. Until the end of 2014 the LHC will undergo a series of
upgrades to reach the nominal energy also called the Long Shutdown 1 (LS1).
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Figure 2.1: LHC injector chain where the smaller accelerators are depicted [6]

2.1.2 Accelerator complex

Before entering the 27 km ring of the LHC, the protons have to be first produced and
accelerated. The first step of this process starts in the Linac2 where gaseous hydrogen
atoms are ionized. The resulting protons are then sped up and grouped into bunches
and get transferred into a series of synchrotons Proton Synchrotron Booster (Booster),
Proton Synchrotron (PS), and Super Proton Synchrotron (SPS). Lastly they enter the
LHC tunnel and get seperated into two different tubes travelling in opposite direction.

It is important to mention that the beams are grouped into discrete packages rather
than continuous beams. Every bunch of particles entering the tunnel is separated by
a time interval of 50 ns. One of the important features of the LHC is its ability to
deliver a high density of bunches which is defined by the instantaneous luminosity L.
It is straightforward to define the number of expected events per second for a given
interaction:

fprocess = �processL(t) (2.1)

where �process is the interaction cross section of the given process, linked to its probability
of apparition and expressed in units of surface. Usually the integrated luminosity for
circular collider is given by:
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L =
N2

b nbf�

4⇡✏n�⇤
F (2.2)

where Nb is the number of particles per bunch, nb number of bunches per beams ,
f is the revolution frequency, �r is the relativistic gamma factor, ✏n is the normalized
transverse beam emittance, �⇤ is the beta function at the collision point. F is a geometric
correction factor due to the crossing angle of 300 micro radian. It is set up to avoid
unwanted parasitic encounters in the same vacuum chamber before they enter separate
beam pipes. The large number of bunches per second contributes to this effect. As a
consequence we get the number of events expected for a given interaction process:

Nprocess = �process

Z
L(t)dt (2.3)

In the case of an electron collider as LEP, the particles in question are elementary and
of the same type. The center of mass reference frame coincides with that of the collision
point and its total energy is the exact sum of both beam’s energy. However as for example
in the LHC, the colliding protons are not elementary so that their respective energy is
distributed differently among its partons. Therefore the center of mass reference frame
is slightly translated from the collision point. As a consequence the final state particles
are predominantly emitted in the forward region of the detector. A major benefit of this
is that a large scale of energies can be probed with the same machine.

2.1.3 Future upgrades

[7] The LHC upgrades are summarized in the table below. The LHC operating
schedule is divided by three Long Shutdowns. During the LS1 the center of mass energy
will reach the nominal energy of 14 TeV and the beam luminosity will be doubled i.e.
the time interval between two bunches will be shortened by a factor of 2. The Long
Shutdown-2 (LS2) is planned after 2017 where the luminosity will again be increased. In
2021 the LHC will benefit from a another upgrade during the Long Shutdown-3 (LS3)
during which the luminosity is planned to be increased by a factor of 10, resulting from
an upgrade in th injection chain. This is also called the High Luminosity LHC (HL-LHC)
era.

Period Energy Luminosity
2010-2012 7-8 TeV 0.5 1034 cm�2s�1

LS1 - -
2015-2017 13-14 TeV 1034 cm�2s�1

LS2 - -
2019-2021 14 TeV 2 1034 cm�2s�1

LS3 - -
2021 - 14 TeV 2 1035 cm�2s�1
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2.1.4 Motivations and goals

The four major experiments installed at the LHC pursue different and some common
goals. The LHCb is particularly interested in the physics of the b-quark namely its
role in the CP symmetry breaking explaining the slight difference between matter and
antimatter. ALICE [8] is mainly a heavy-ion detector designed to study the physics of
a recently discovered new phase of matter called quark-gluon plasma. ATLAS [9] and
CMS [10] have very common objectives. They investigate a wide range of physics, initially
aimed at discovering the SM scalar boson but also searching for new physics beyond the
SM like SUSY and dark matter particles.

In the following section we will discuss the goals of CMS in more detail.

2.2 Compact Muon Solenoid

[10] The Compact Muon Solenoid (CMS) is one of the four major experiments record-
ing the LHC beam collisions. Its structure is segmented into different types of detectors
each specifically built for the detection of a certain kind of particle. As it is depicted in
Figure 2.2, CMS is composed of five parts starting from the center to the outer layers: the
silicon tracker (TK), the electromagnetic calorimeter (ECAL), the hadronic calorimeter
(HCAL) the superconductive solenoid and finally the muon chambers. In addition to the
barrel part of CMS where the detectors are placed in concentric layer around the beam
pipe, comes the endcap part to efficiently detect final state particles traveling near the
beam line.

2.2.1 Coordinate System

In order to reconstruct the trajectory of particles produced by the head-on proton-
proton collisions inside CMS, we need an appropriate coordinate system. The XY plane is
used to parametrize the transverse plane orthogonal to the beam line. The Z coordinate
follows the direction of the beam.

This Cartesian coordinate system is however not very appropriate for CMS since the
latter has a cylindrical geometry where products of the collision are emitted from a point
source in a spherical symmetric fashion. Switching to cylindrical coordinates R the radius
,� the azimuth angle and ✓ the polar angle where R� parametrizes the transverse plane,
z the longitudinal direction.

Moreover there seems to be a very practical quantity called the rapidity which has an
interesting property. It is possible to show that the rapidity y is invariant under Lorentz
boosts transformation along the z axis.[12]

y =
1

2
ln

✓
E + pz
E � pz

◆
(2.4)

For relativistic particles this quantity becomes the pseudo-rapidity ⌘.
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Figure 2.2: the silicon tracker (blue), the electromagnetic calorimeter (green-blue), the
hadronic calorimeter (orange), the magnet (purple), and the muon chambers (white) [11]

y = �ln


tan

✓
✓

2

◆�
(2.5)

It is preferred to use ⌘ over the polar angle since the emission of particles is constant
as a function of pseudo-rapidity. We conclude that particle fluxes are more important
near the endcaps than in the barrel region. This will strongly influence the detectors
geometry.

2.2.2 Silicon Tracker

Being the detector closest to the interaction point (IP) where particle fluxes are high,
the Silicon Tracker is the detector with the most accurate space resolution. Its main
task is to track all the particles coming from the IP, reconstruct there trajectory in order
to make precise measurements of particle momenta. The tracker is composed of Silicon
Strip Detector containing the Silicon Pixel Detector. The disposition of the different
technologies used inside the tracker are represented in Figure 2.4 where the silicon strip
detector is depicted in red and the silicon pixel in blue. TIP, TOB, TID and TEC refer
to the underlying substructures of the silicon strip detector.

Silicon Pixel Detector

The Silicon Pixel is the detector has a radius ranging from 4 cm to 10 cm. It
englobes the IP where the number of particles per second received at 8 cm from the
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Figure 2.3: CMS coordinate system [13]

Figure 2.4: Tracker inside CMS where the pixel detector is represented in blue and the
silicon strip in red. [10]
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Figure 2.5: two real hits (red) producing four signals and generating two ghosts (blank)

collision point is around 10 million per cm2. In order to reconstruct this high density of
emitted particles an excellent detection efficiency is needed. 65 million small rectangles
of 100 µm x 150 µm called pixels, form the silicon pixel detector. Each pixel has its own
readout electronics so that the number of output cables increases drastically with the
number of pixels (granularity) and hence the number of dead detection spaces. Usually
such detectors have an excellent space resolution of 15 to 20 µm .

Silicon Strip Detectors

The silicon pixel detector is englobed by the silicon strip detector. The latter cannot
have the same granularity as the first for both technical and financial reasons. As the
name already suggests, the detector uses strips separated by 800 to 122 µm instead of
pixels. In this way only one coordinate is measured. Some of the strips are crossed
by second layer of strips with a small stereo angle enabling them to measure the second
coordinate and improving global precision. This disposition enables the detector to reach
a spatial resolution up to 23 µm and 53 µm in the direction perpendicular to the strips.
However a certain ambiguity arises when two or more particles hit the detector at the
same time rezsulting in the generation of ghost hits shown on Figure 2.5.

Performance

As stated before, one interesting measurement is the determination of the emitted
charged particle’s momentum. Since the region inside the tracker is subject to a uniform
magnetic field B, the trajectory of the particle is bent due to the Lorentz force. The
following relation between the bending radius of the track and the transverse momentum
results.

pT [GeV c�1] = 0.3B[T ]R[m] (2.6)
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Figure 2.6: charged particle(red track) entering magnetic field region (gray)

We can rewrite the previous relation in terms of the sagitta s : (see Figure 2.6)
✓
L

2

◆2

+ (R� s)2 = R2 (2.7)

since s ⌧ L and s ⌧ R we have that R ' L2

8s and the transverse momentum becomes

pt '
0.3L2B

8s
(2.8)

So by measuring the bending radius or the sagitta we can derive the transverse
momentum of the particle. It is easy to see that low energy particles will be easier to
reconstruct since their curvature in the detector is less straight. High energy particles
will have straighter trajectories. Another unavoidable source of error when it comes to
measuring the particle’s momentum is due to multiple scattering related to the quantity
of matter encountered. Figure 2.8 shows the resolution on the transverse momentum as a
function of the pseudo-rapidity. We see that the error on the measurement of pT increases
with ⌘ since in the forward region more matter is encountered and hence causing more
scattering. The detection efficiency seems to mimic this effect at high pseudo-rapidity
where it stays close to 100 % and drops significantly in the endcap region. The increasing
strip size can also contribute to this effect.

2.2.3 Calorimeters

In particle physics, calorimeters are used to absorb the entire energy of a particle
where a fraction of it gets converted into a signal proportional to that energy deposit.
To do this, calorimeters are usually constituted of inactive materials used to provoke de-
pending on the particle’s interaction an electromagnetic or a hadronic cascade. Different
parameters are used to describe this cascade and are important to know since they will
influence the detector’s dimension and geometry.

For the Electromagnetic Calorimeter (ECAL) we are interested in the radiation length
�R which reflects the average length that a electron or photon has to travel inside the
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Figure 2.7: relative measurement error on the transverse momentum pT (left) and detec-
tion efficiency (right) of the tracker as a function of pseudo-rapidity for muons with pT
= 1, 10, 100 GeV c�1 [10]

detector before it emits a photon or respectively create a pair electron/positron. �R will
decide the depth of the ECAL since we want the detector to contain ideally the entire
cascade. The Molière Radius RM is used to determine the width of the cascade and
describes the radius of cylinder in which 90% of the shower is contained.

Whereas for the Hadronic Calorimeter (HCAL) we focus on the hadronic part of the
detection which splits up in elastic and inelastic interactions. We than use the absorption
length �a which is the mean distance of a hadron to interact inelastically with the inactive
medium in the detector. For the elastic collisions we use the the interaction length �I
which gives the average distance in which a hadron has went through a elastic scattering.
�I can be compared to the Molière radius, it contains 95% of the hadronic shower. These
two quantities depend on the atomic number Z of the absorber.

The interaction length �I is much larger than the radiation length �a, the HCAL
has a greater depth than the ECAL and is placed behind it else the photons and the
electrons would never reach the ECAL.

As a contrast to the tracker, the calorimeter’s energy resolution improves with the
particle’s energy. This resolution is summarized by

⇣�E
E

⌘2
=

✓
ap
E

◆2

+ b2 +
⇣ c

E

⌘2
(2.9)

where a is a stochastic term depending on the production of secondary particles in the
shower, b is a constant term related to the uniformity of the crystal and the calibration
of the detector, and c comes from the electronic noise inside the detector.
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Figure 2.8: Left: Diphoton mass distribution excess observed in CMS around a mass of
125 GeV (black points with error bars). The dotted curve shows the background fit, the
solid red line shows the fit rsult for the observed signal with the added background [14].
Right: Endcap ECAL showing the crates in which the crystals are placed.[10]

Electromagnetic Calorimeter

As stated above, the ECAL energy resolution depends on its ability to absorb the
entire electromagnetic shower. The leading contributions at high energies to this process
are Bremsstrahlung for the electrons and pair creation for the photons. Bremsstrahlung
probability is proportional to 1

m2 which explains why the shower is only initiated by
electrons. Heavier particles like muons ( mµ ⇠ 200me) and hadrons don’t leave any
trace in the ECAL. This chain reaction continues as long as the the resulting particle’s
energy exceeds the energy needed to repeat the process. Photomultiplier tubes are placed
behind the crystals to capture the deposited energy.

The active material in the ECAL in CMS are PbWO4 crystals of small section 2.2
x 2.2 cm2. These type of crystals have the smallest radiation length and Molière radius
which results in a small and compact calorimeter. The emission time is very quick, 5 to
15 ns which allows the ECAL to absorb up to 85% of scintillation light in a time interval
of 25 ns between 2 bunch crossings.

The ECAL played a major role in the detection of the missing scalar boson of the SM
in the decay h ! �+� by reconstructing the invariant mass of the process and detecting
an excess of photons in the final state. Figure 2.8 (left) shows the �� mass distribution
where an excess of events above background at a mass of 125 GeV is observed inside the
ECAL is observed. [14]
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Figure 2.9: Insertion of HCAL in CMS [15]

Hadronic Calorimeters

The role of the HCAL is similar to the ECAL except that it is partitioned in different
detection layers. Its a succession of 16 layers of absorbers made out of steel plates , Zn
and Cu alloy plates whose thickness ranges between 40 to 70 mm. Between each absorber
a plastic scintillator of 3.7 mm to 9 mm is placed so that a particle has to travel through
79 cm of matter equivalent to 5.8 radiation length �I in the barrel region ⌘ = 0

Pions ⇡0 are the most encountered particles in the HCAL since they are the most
lightest hadrons. Beside their strong interaction in the medium they have also an elec-
tromagnetic component as they decay into two photons. The response of the calorimeter
is different for the two components and some parameters have to be modified in order to
equilibrate their respective response to the detector. The electromagnetic part is better
detected hence the hadronic detection efficiency has to be increased by adding Uranium
into the absorber for better neutron and low energy photons detection. The electromag-
netic detection efficiency can be decreased by combining absorbers with different atomic
numbers Z.

2.2.4 The CMS superconducting Solenoid

As we saw in the tracker section, the superconducting solenoid is the heart part
of the measurement of particle momenta and charge identification. It creates a uniform
magnetic field inside the solenoid of 3.8 T and a more complex vector field outside of 2 T.
The metal is cooled down to 4.5 K, temperature at at which it becomes superconductive.
The whole solenoid measures 12.5 m in length, inner diameter is 6 m the outer 14 m .
It was easy to fit both calorimeters inside the magnet so that particles had to encounter
less matter and improve energy resolution. There is however no disadvantage to have
placed the muon chambers behind the magnet which act as a filter for particles escaping
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the calorimeters and letting only muons reach the muon spectrometer.

Figure 2.10: Insertion of the solenoid into the muon chambers (red) [10]

2.2.5 The muon chambers

To ensure that only muons reach the muon system, the latter has been placed in
outer part of CMS. It is composed of several types of gaseous detector. A more detailed
description of this will follow in the next chapter.

2.2.6 Trigger System

Estimating the number of channels at 15 millions and a bunch crossing rate of 40
MHz, nearly 600 TB of data is generated per second for 1 byte per channel. It is then
important to be able to select interesting events out of the massive quantity of data being
recorded. Moreover this has to be done in the most rapid way to avoid missing the next
wave of coming 25 ns later.

This is done by the trigger system which for CMS is split into two; the Level 1 Trigger
(HL1) and the High Level Trigger (HLT), depicted in Figure 2.11

The first level the data gets saved in a temporary memory located next to the readout
electronics for a period of 3.2 µs. This corresponds to 128 bunch crossings at a rate of
40 MHz and is the time necessary for the trigger to decide whether the information is
rejected or transfered to the HLT.

This is however a very short interval, only the calorimeters and the muons system
contribute to this decision without exploiting their full granularity. The huge number of
readout channels inside the tracker makes it too slow to be able to decide at this level.
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Figure 2.11: Schematic representation of the trigger system and the data acquisition
system of CMS [16]

The HLT gets an input at a rate of 100 kHz and completes the analysis of the full
data received, including the tracker. It has a deadline of 1 ms before the next bunch
crossing and proceeds with the full reconstruction of the events.
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Chapter 3

The CMS muon spectrometer

In this Chapter we will review how CMS detects particles by the use of gaseous
detectors. First of all we will introduce some historical background of gaseous detectors
and how they gained increasingly popularity in particle physics. Then it should be
of interest to describe the behind this kind of detectors, how particles interact with
them, the amplification process and the formation of signals on the readout electronics.
The efficiency and the resolution properties of the detectors will be explained and their
importance in CMS. Finally we will give an overall description of the different technologies
used inside the CMS muon spectrometer.

3.1 Introduction

CMS relies heavily on its muon detection efficiency especially on its muon chambers.
These are exclusively composed of gaseous detectors , exposed in this Chapter.

The idea of gaseous detectors in particle physics started around 1908 with Rutherford
and H.Geiger [17] when it came to detect radiation coming from radioactive elements and
counting their decay rate. This brought to the invention of the Geiger-Müller counter in
1928 [18] which had a great success for slow decaying rates but failed to be used in high
energy physics where scintillation detectors were preferred due to their quicker response.

It wasn’t until the 1960 when the Multi Wire Proportional Chambers (MWPC) made
their first apparition. Invented by G.Charpak [19], MWPC have a space resolution
between 0.1 mm and 1 mm, and were considered as new candidates for high energy
particle detection. They are still today still an inspiration for the developments of new
technologies based on the same detection mechanisms. The benefits of gaseous detector
are multiple and will become clear during the present chapter. They offer a competitive
alternative to the high cost technology based on solid state detectors.
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Figure 3.1: mean energy lost for positive muons in copper as a function of �� = p/Mc.
The solid line indicates the total mean energy lost and the dashed curves their respective
contribution.[20]

3.2 Particle Detection in Gaseous Detectors

3.2.1 Mean Energy Loss

First of all, let us review some basic description on how particles interact inside a gas
volume. For this consider a charged particle heavier than an electron, in our case a muon
µ. The muon entering the gas region goes through a multitude of complex interactions
. Figure 3.1 shows mean energy lost for different processes as a function of the muon
momentum.

It is possible to state how the muon is going to lose on average its energy over the
distance traveled in the respective medium . This is described by the Bethe relation
which is valid for values of �� = [0.1, 1000]. 1 [20].

�
⌧
dE

dx

�
= Kz2

Z

A

1

�2


1

2
ln

2mec2�2Tmax

I2
� �2 � �(��)

2

�
(3.1)

1. � = v

c

and � = 1p
1��

2
where v is the speed of the particle.
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Figure 3.2: Mean energy loss rate in different material, gaseous Helium shwon in red.
[20]

where :
Tmax is the maximum transferable energy to the electron per collision

me the electron mass

� = v
c , v the incoming particle’s speed and c the speed of light

� = 1p
1��2

I the mean excitation energy

A and Z the atomic mass resp. the atomic number of the gas atoms

K = 4⇡NAr2emec2 , NA the Avogadro number and re the classical electron radius

Figure 3.2 depicts the behavior of relation 3.1 as function of momentum for three
different incident particles interacting in several distinct materials.

We notice that for �� < 1 the energy loss is very high but decreases for increasing
values of �� until it reaches a local minimum. A particle at this particular point (3 <
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�� < 4) is called a Minimum Ionizing Particle or MIP. For higher values of �� we
see an increase in energy loss , entering an relativistic regime � ⇡ 1 � � 1 where the
ln(�) dominates.[21] It finally results in a plateau called the Fermi plateau where ultra-
relativistic effects occur, polarizing the atoms of the medium. A screening effect takes
place, reducing the interaction of the incoming particle with the medium.

3.2.2 Ionization

Muons entering the medium leave a trail of ionization which causes localized energy
deposition inside the detector where the most probable value for dE

dx is given by relation
3.1.

For an ionization to occur, the incoming muon has to leave at least a certain amount
of energy necessary to eject an atomic electron. This will produce a pair of ion-electron.

X + � ! X+ + e� (3.2)

The energy dE lost by the muon should be greater than the ionization potential I. If
the resulting electron has an energy greater than I, it can in its own ionize the medium,
called the secondary ionization. The total amount of electrons created as a result of
an ionization are called primary electrons. The average number of pairs created can be
calculated by [22]

hNi = L

W

⌧
dE

dx

�
(3.3)

where W is the required energy for a pair creation, L the length of the trail of the incident
particle in the medium. Some valuues of W are shown on the table above. [23] For a
medium composed of K mixed independent gases we can generalize this equation by
summing over all contributions.

hNi =
KX

i

LPi

Wi

⌧
dE

dx

�
(3.4)

It is also instructive to define the number of created pairs per unit length

nT ⌘ hNi
L

(3.5)

Gas W (eV ) nT (cm�1)
Ar 26 97
CH4 30 54
CO2 34 100
CF4 54 120
He 41.3 8
Ne 37 40
Xe 22 312
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Figure 3.3: Attachment coefficient as a function of the electric field applied inside the
respective gas mixture; Left: ArCO2 70:30 . Right: ArCO2CF445 : 15 : 40 [25]

3.2.3 Penning Effect

[24] [22] There is another contribution to the production of electrons inside the
medium, called the Penning Effect. In certain cases where an excited atom can’t re-
turn to its ground state quick enough due to a conservation of spin parity, it ionizes
another neutral atom

X⇤ + Y ! X + Y + + e� (3.6)

In either case, the excited atom can return to its ground state by emitting a photon,
inducing an ionization

X⇤ ! X + � (3.7)

� + Y ! B+ + e� (3.8)

For the Penning Effect to have a significant contribution to the creation of electron-
ion pairs, the collision time of A⇤ and B has to be smaller than the photon emission time
of A⇤.

3.2.4 Other processes

[26] [27] [28] Other and more complex processes involve an electron from an outer
atomic oribtal replacing an ejected electron due to a prior ionization. This results in an
emission of a photon, the Auger effect. This photon can escape the sensible gas volume
or create in its turn another double ionization.
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X + � ! X+⇤ + e� ! X++ + 2e� (3.9)

Another example is the attachment of an electron on a neutral atom.

X + e� ! X� (3.10)

where a free moving electron inside the gas volume is lost and binded by the neutral
atom. Usually the resulting negative ion is not stable like in the case of CF4 that will
be of interest in the following section.

CF4 + e� !
�
CF�

4

�⇤ ! CF+
3 + F + 2e� (3.11)

where X⇤ denotes that X is unstable. The two resulting electrons contribute to the
amplification of the signal. An attachment coefficient related to the probability of this
kind of reaction can be computed and is show on Figure 3.3 for two different gas mixtures.

3.2.5 Avalanche

Formation of the avalanche

[20] The total number of produced primary electrons is not significant to be detected
by any readout electronics. 2

Figure 3.4: a) Primary electrons and ions drift apart , b) electrons being faster than the
ions have already triggered an avalanche drifting towards the anode, c) the electron cloud
starts to englobe the anode d) and e) the electrons get absorbed by the anode and the
repulsion between the anode and ions is no longer screened, the ions start to drift away.
During this time the detection electrode is said to be dead since no other signals can be
formed. As long as the ions haven’t been evacuated, the detector cannot operate [29]

Therefore the number of electrons has to be multiplied inside the gas chamber by
the use of very intense electric fields (several tenths of kV/cm). In this region of high
field intensity, the electron gain enough energy to ionize further the gas by creating

2. Several hundred electrons are usually produced by an ionization in a gas volume of few mm
thickness. The electronic noise intrinsic to the readout electronics will mask completely this signal
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an avalanche process. Once this process has started, the number of electron-ion pairs
increases exponentially. Figure 3.4 shows the development of an avalanche around an
anode wire, typically encountered in gaseous detectors.

Moreover the charge multiplication has a certain limit where it can no longer con-
tinue. This can be seen on Figure. The electrons are moving faster than the ions, and
accumulate around the anode and leave the ions near the cathode. An additional electric
field ~Ed rises due to the charge separation of the ions and the electrons. When those two
electric fields compensate Ed = Ea, the process stops and the charges start to recombine.
This usually happens for a gain factor of 108

Figure 3.5: formation of an avalanche, Ea is the electric field applied between the elec-
trodes, Ed is the electric field produces by the charge "droplet".

Gain

The gain of the amplification stage is defined by N
N(0) where N is the number of

electrons in the final state and N(0) is the number of primary electrons. The number
of electrons produced is proportional to l , the length of the region of the amplification.
We have that

dN = N↵(x)dx (3.12)

where dx is the infinitesimal path. ↵ is the Townsend coefficient and is defined as 1
� .

� is the mean free path of the electron traveling inside the medium. ↵ depends of the
charge distribution of the medium and of the cross section of the different reactions. It
can only been calculated experimentally or by numerical computation. By integrating
the latter equation we get that:
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G(x) =
N(x)

N(0)
= e

R
l

0 ↵(x)dx (3.13)

There seems to be a certain regularity when comparing different values of ↵. Poly-
atomic gases have more degrees of freedom (rotation, vibration etc) and tend to absorb
energy, prevent ionization easier than mono-atomic gases, hence have smaller Townsend
coefficient. However for mono-atomic gases, when they recombine with electrons, emit
UV photons able to damage some components of the detector and even create another
avalanche when hitting a metallic part. This is why a polyatomic gas is added. It plays
the role of a quencher able to absorb the radiation. Nevertheless it has also a disadvantage
of degrading the material of the detector over time.

3.2.6 Drift and Diffusion of charges in a gas

Once the avalanche started, the electrons and ions have to drift to their respective
electrode. They are submitted to a multitude of elastic scattering inside the gas which
will provoke a spreading in the charge cloud. This is will be important in the next
Chapter when discussing the spatial resolution of detectors.

Drift without external Field

In a gas at thermal equilibrium and without external field, the speed distribution of
the ions and electrons is described the Maxwell speed distribution law. [30]

P (v)dv = n

r
2

⇡

✓
m

kBT

◆ 3
2

v2e
� mv

2

2k
B

T dv (3.14)

where n is the number of molecules in the gas, kB the Boltzman constant, m the
molecular mass. It is easy to see why ions move quicker than electrons by averaging the
above distribution and finding the mean speed

vmean =

r
3kBT

m
(3.15)

which is proportional to the inverse of the square root of the mass. This will help us to
understand how the diffusion evolves in time.

The most general and simple model for this situation is described by the Brownian
motion equation: [31]

@�

@t
= Dr2� (3.16)

where � is the density of particles D the diffusion coefficient of particles spreading in a
gas. The solution in one dimension of this parabolic differential equation is given by a
Gaussian function

�(x, t) =
n

4⇡Dt
e�

x

2

4Dt (3.17)
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Figure 3.6: diffusion of the density of free charges over time in one dimension

where the standard deviation is

�2x(t) = 2Dt (3.18)

and can be generalized in three dimensions 3

�2(t) = 6Dt (3.19)

Supposing that the probability between an short interval of time dt of having the first
collision is

p(t)dt =
1

⌧
e

�t

⌧ dt (3.20)

where ⌧ is a normalization factor. Using this we can compute the diffusion after the
first collision in a given direction of space by computing the standard deviation.

�2x =
1

3

Z 1

0
x(t)2p(t)dt (3.21)

where the factor 1/3 counts for the three possible degrees of freedom. The mean
speed can be replaced in this case by using the mean free path � by vmean = �

⌧ . Then
after a time t the traveled path is x(t) = tvmean. Equation 3.17 gives

�2x =
1

3

Z 1

0

✓
t�

⌧

◆2

p(t)dt =
2

3
�20 (3.22)

So that after a time t � ⌧ , t/⌧ collisions have occurred and the total diffusion at
time t is given by

�(t)2x =
2

3

�2

⌧
t (3.23)

Using 3.15 and 3.16

3. An alternative expression exists for this whci expresses D as D = �

xp
z

where z is the drift distance
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D =
�2

3⌧
=

1

3
vmean� =

1

3

r
3kBT

m
� (3.24)

Drift In an Electromagnetic Field

[32] [33] [30] The equation of motion of a particle in an electromagnetic field is de-
scribed by the Lorentz force. If we add an friction term K v, the second law of Newton
becomes

m
dv
dt

= e (E + v ⇥ B)�Kv (3.25)

where m is the mass of the particle, v its speed and e its electric charge, E and B the
electromagnetic field. K v describes the collision of the particle with the gas molecules
and has the dimension of a force hence we can state that K ⌘ m

⌧ . where ⌧ is the mean
time between two collisions. By taking a t ! 1 the left-hand-side of the equation
becomes negligible at equilibrium and we are left with a system of linear equations by
restating e

mE ! E and e
mB = !.

mE = ⌦E (3.26)

where ⌦ is
0

@
1
⌧ �!z !y
!z

1
⌧ �omegax

�!y !x
1
⌧

1

A (3.27)

by inverting this matrix we get the drift velocity.

vD =
µE

1 + !2⌧2
�
uE + !⌧(uE ⇥ uB) + !2⌧2(uE · uB)uB

�
(3.28)

where µ ⌘ e⌧
m is the mobility of the particle in the medium and uE,uB are the unitary

vectors giving the direction of the respective fields.

• B = 0 we immediately get

vD = µE (3.29)

Using previously obtained expressions for the standard deviation of the diffusion �x
and the diffusion coefficient D

�x =
p
2Dt =

r
2
kT

e

z

E
(3.30)

where we used that t = z
v
mean

= z
µE and z is the drift length of the electrons or ions.

Hence the diffusion width is proportional to the drift length.

• B k E
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We will now show that the drift velocity can be expressed as a function of the electric
field and the pressure inside the gas which will be of importance later in this work.In
this case 3.29 still holds. The drift direction is not changed. Additionally using µ

vD =
e⌧

me
E =

e�

mevmean
E (3.31)

Going further we know that for elastic collision � = 1
n
v

� where nv is the number of
atoms or collision centers per volume in the medium and � the cross section related to
this collision which for hard sphere collision � ⇠ ⇡R2. R is the radius of the collision
centers.

� ⇠ 1

nV ⇡R2
(3.32)

This can be rewritten by relating nV to the Avogadro number NA and the ideal gas
law PV = nRT , P pressure, V volume, n number of atoms in the gas, R the ideal gas
constant.

1

nV ⇡R2
=

V

nNA

1

⇡R2
=

RT

⇡R2NAP
(3.33)

We conclude that since vD is proportional to the electric field E and 1
P

vD = vD(E/P ) (3.34)

• B , E the drift velocity is deviated in respect to the component orthogonal to the
the (uB,uE) plane and the other to the direction of the magnetic field. Intuitively we can
see that this will reduce the transverse diffusion of the charge cloud due to the helicoidal
trajectory of the particles. The results of this statement will be exposed later in this
work. Note that a non negligible magnetic field is present inside the muon chambers.

31



Figure 3.7: drift velocities as a function of E/P for different Ar � CH4 gas proportions
[29]

3.3 Signal Formation

3.3.1 Signal Induction

[34] The signal does not result from the charge collection on the electrodes but rather
from the drifting of the electrons and ions. To show this we have to derive the surface
charge density created by a moving charge q towards an infinite large grounded metal
plate. We have to solve the Poisson equation with boundary condition � = 0 on the
conductor surface z = 0

�� = � ⇢

✏0
(3.35)

where ⇢ is the volume charge distribution, � is the electric potential related to the electric
field by E = �r�. By using Gauss Law

Z

S
E · dA =

1

✏0

Z

V
⇢dV (3.36)

since charges are only distributed over a surface plane A, rather over the entire volume
we get that EA = �A

✏0
�(x, y) = ✏0E (3.37)

The electric field is found by placing an opposite charge on the other side of the plane
at a exact same distance in order to create the right boundary condition �(z = 0) = 0.
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This is the method of images which allows us to write down the electric field of a point
charge at distance z0 from the plane.

Ez(x, y) = � qz0

2⇡✏0(x2 + y2 + z20)
3
2

(3.38)

As a result we get the total charge induced on the plane

Q =

Z

R2
�(x, y)dxdy =

Z

R2
✏0Ez(x, y) = �q (3.39)

The total charge induced is independent of the distance of the point charge from the
plate, however the surface charge distribution depends on z0.

We see that the total charge remains constant through time , in other words there
is no induced current on a infinite large plane. To have a current we need to segment
this plane in finite and grounded strips. The total charge distribution doesn’t change
globally when summing all the contribution of the individual strips. However locally on
an electrode of size l

Q(z0) =

Z

R

Z

[�l/2,l/2]
�(x, y)dxdy = �2q

⇡
arctan

✓
w

2z0

◆
(3.40)

by changing variables z(t) = z0 � vt and using the chain rule

Figure 3.8: surface charge distribution on an infinite conductor produced by a point
charge q. The surface of the curves represents the total amount of charge induced on the
conductor plane. The spreading of the distribution and the increase of its height is due
to the approaching of the charge
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Figure 3.9: surface charge distribution produced by a moving charge on a segmented
grounded metal. Current direction is inverted when �z1 < �z2 and z1 > z2

Ii(t) = � d

dt
Qi(z(t)) = �@Qi(z(t))

@z0

dz(t)

dt
=

4ql

⇡ (4z2(t) + l2)
v (3.41)

We conclude that the movement of the point charge induces a flowing current between
the strips and the ground.

[35] There is a more practical way to derive the induced current on a conductor. In
order to do this we need to apply the Shockley-Ramo theorem. Considering a series of
n electrodes like in the previous example and wanting to compute the induced current
on the ith one, we need to remove nth charge q from the setup and set all electrodes
to zero except Vi. A certain weighting field Ei will arise from this which can be solved
analytically for simple boundary conditions but requires numerical simulations for more
complex geometries. If x(t) is the position of the charge, x(t) its velocity, the induced
current Ii(t) on the ith electrode is.

Ii(t) = � q

Vi
Ei[x(t)]v(t) (3.42)

The underlying idea to this equation is that in order to induce an electric current ,
the moving charge cannot move perpendicular to the weighting field, the field lines where
Ei is constant, called the equipotentials. Moreover this enables us to retrieve easily the
induced current only by computing the weighting field and the drift velocity.
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Figure 3.10: Charge-sensitive preamplifier [32]

The electrodes are then ’scaled’ down to simple nodes where their respective induced
current are placed as ideal currents. All the electronic components are added to the
circuit usually capacitances. The measured current is then obtained by computing all
the capacitances between the nodes Ci,i+1 and taking into account all the weighting fields.
Since the avalanche is formed by multiple charges, the induced current is calculated by
summing up all the individual current.

3.3.2 Readout electronics

[36] An ionizing particle for instance a muon passing through the gas volume will
ionize the medium, it encounters and produce up to several hundreds electrons per cm
traveled 4.In gaseous detectors this signal is amplified internally by the different processes
described previously. In principle the resulting signal doesn’t need to be amplified later.
Nevertheless a series of amplification and transformations are applied by the readout
electronics before being digitized and arriving a the first trigger level.

Since the detectors we just discussed are mainly charge producing devices, we choose a
charge-sensitive preamplification. The main benefit of this choice is that the computation
of the output voltage does not depend on the detector capacitance (Fig 3.8). It functions
as an integrator and its output voltage can be derived easily.

vout(t) = � 1

Cf

Z
iin(t)dt = � Q

Cf
(3.43)

4. See Chapter 5 for more details
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Figure 3.11: View of the on-board electronics needed for the readout of the strips’ signal.
The architecture has 128 analogical channel readouts which are connected individually
to one strip. [36]

where Iin is the input current and Cd the detector’s capacitance which determine the
input voltage Vin entering the preamplifier. The feedback capacitance Cf collects the
charge produced by the detector and discharges itself through the feedback resistance Rf

with a typical time constant ⌧ = RfCf ⇠ µs . The outgoing signal is a exponentially
decreasing charge as a function of time. However the time constant in other words the
signal duration is too long for the LHC bunch crossing rates where the interval between
two collision events is 25 ns .

This is why a shaper is added to the electronics to decrease the signal duration. In
this way the signal output will enable us to distinguish between two signals separated by
a small interval and avoid a pileup. However this signal shaping is followed by a presence
of undershoot which can be corrected by a more complex method called the Pole Zero
cancellation and will not be discussed further.

The comparator follows the shaper which digitizes the signal and can then be stored in
memory (SRAM). It is sent through optical links (E-Port) to the off-detector electronics
located in a cavern near next to the CMS detectors.

The above described electronic architecture is often very complex and would be im-
possible to simulate. Supposing that the amplitudes we are dealing with allow us us to
regard the electronics’ behavior in a linear regime it will be straightforward to model
the system by a response function. This function can be obtained by shooting a very
short signal � through the electronics and mapping its output. This is called the Signal
Convolution which in mathematical terms can be expressed by the ⇤ operation defined
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by:

(f ⇤ g)(t) =
Z 1

1
f(t� t0)g(t0)dt0 (3.44)

Replacing in the above equation f by a quick signal function for instance a �-Dirac
function and convoluting it with the unknown response function T

(� ⇤ T )(t) =
Z 1

1
�(t� t0)T (t0)dt0 = T (t) (3.45)

we retrieve the response function at the electronics’ output which can be in turn be used
to convolute any given input signal. This will help us to model the resulting output signal
of the detector after being subjected to a series of amplification and shaping stages.

3.4 Efficiency and Resolution

3.4.1 Spatial Resolution

[32]
The spatial resolution is defined as the error on measurement of the spatial coordinate

made by the detector. As we saw earlier, the electron cloud also called the electron cluster
has a tendency to spread while it is drifting inside the gas volume inside an electric field.
The transverse spread of the these charges will impact the shape of the signal read-out on
the electronics. This has enormous consequences on the detectors spatial �res resolution.
Supposing that the spread is gaussian we can show by the Central Limit Theorem that if
for n the standard deviation of the electron cluster in one transverse direction becomes
�
x

n .
This explains why it is important to have a high number of electrons and hence

reduce the spread. When the cluster charge spreads uniformly only around one single
strip, the spatial resolution is given by the size of the pitch strip divided by the variance
of a uniform distribution

p
12, the pitch being the distance between two strips plus the

width of the strip.

�x =
pitchp

12
(3.46)

Another typical approach for the coordinate determination of the particle’s hit is the
method of Center of Gravity. The latter exploits the fact that the current is not induced
on one single but on multiple separate electrodes.

The position of the hit is determined by averaging the the induced charge on multiple
electrodes.

xreconstr =

P
i xiqiP
i qi

(3.47)

where qi are the individual charge weights on electrode i , xi the geometric center of
electrode i. Using this method it is possible to obtain better spatial resolution than 3.46.
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The spatial resolution is related to the resolution on the momentum. It is important
to ensure a good spatial resolution when detecting hits of the particle whose trajectory
we want to reconstruct and momentum. We already determined that the spread is
proportional to the drift distance, so that for gaseous detectors the spatial resolution will
depend on the space interval between the electrodes.

3.4.2 Time Resolution

The LHC Bunch Crossing (BX) rate is 40 MHz. The challenge is to assign the
correct particles to the corresponding BX and in order to do so the detectors have to
have an excellent time resolution.

3.4.3 Detection efficiency

The detection efficiency is required to be at least 95% for CMS which means that
out of 100 particles 95 are detected. The efficiency mainly depends upon the detector’s
ability to maintain its gain even at high radiation rates. (See rate capability)

3.4.4 Rate capability

The rate capability of a detector is defined as the maximum flux rate of particles under
which the detector can operate without a significant loss of gain or detection efficiency.
In gaseous detectors, the ions created by the avalanche drift up to 1000 times slower than
the electrons. If they aren’t evacuated fast enough their charge distribution can lower
the interior electric field by a screening effect and consequently diminish the gain.

3.5 CMS Muon System

[10] [37] The CMS Muon System is composed exclusively of gaseous detectors namely,
Cathode Strip Chambers (CSC), Drift Tubes (DT) and Resistive Plate Chambers (RPC)
that will be described in the following sections.

3.5.1 Cathode Strip Chambers

Cathode Strip Chambers are trapezoidal proportional detectors consisting of 6 gas
gaps where anode wires are stretched radially throughout the chamber. Cathodes strips
are segmented and placed perpendicularly to the anode wires on the inner boundary of
the chamber. CSCs have a detection surface up to 3.4 ⇥ 1.5 m2 and have an excellent
rate capability which explains the fact that they are placed in the endcap disks of CMS.
A muon passing though the chamber produces an avalanche between the anode and
cathode.(see section 3.2.5) The electric field between the wires and the strips triggers
the avalanche near the anodes and an image charge on the cathode strips. The spatial
resolution from each chamber varies between 100 and 200 µ.
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Figure 3.12: Schematic view of the CSC [37]

3.5.2 Drift Tubes

Drift Tubes are rectangular chambers filled with a mixture gas Ar : CO2 (85:15). The
anode wire is placed in the center between two cathode strips producing a strong electric
field of 1.5 kV cm�1. The functioning of the DTs are similar to the CSCs, the electric
field causes the charges to drift inside the gas where the electrons produce avalanches
near the anode. Figure 3.10 shows a schematic view of a DT. The electrode strips near
anode help to uniformify the field and improve the drifting of the charges.

The drift time of the electrons enables to measure the distance of the muon trace
from the anode. However one DT alone, having a spatial resolution of 250 µm,is unable
to determine from which side of the anode the muons has passed. This is why DTs are
grouped together to form the structure depicted schematically in the figure 3.14 so that
the left-right ambiguity disappears. The spatial resolution is in this way improved up to
100 µm.

Figure 3.13: Schematic view of a DT [37]
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3.5.3 Resistive Plate Chambers

Resistive Plate Chambers (RPC) are composed of a gas region enclosed by two plates
of resistive material (bakelite). Behind those plates are placed readout electrodes. RPC
function in a mode called the streamer mode where an intense electric potential of 7 kV to
12 kV is applied on the surface of the plates coated in graphite. A muon passing through
a RPC creates a discharge inside the gas, however the electron-ion pairs never reach
the electrodes due to the high resistive plates. The evacuation time of the detector can
therefore be very long if too many charges are produced hence it is preferred to maintain
a low gain. Most of the signal amplification is done by the readout electronics. The
RPCs have a reduced spatial resolution of 1 mm but have an excellent time resolution
of 1 ns and a rate capability of up to 10 kHz cm�2.

3.5.4 CMS Detector Configuration

The disposition of the three different detectors presented above has been chosen
to cover a maximum detection area. The different radiation environments also play a
main role since they are different in the barrel |⌘| < 1.2 (10 Hz/cl2) and endcap region
1 < |⌘| < 2.4 (10 - 1000 Hz/cm2) .See Figure 3.17 In the barrel region the radiation
background is relatively small , the muon rates are not significant as well as the magnetic
field residuals, DTs are preferred. In the endcaps, CSCs are used where high radiation,
muon rates and magnetic field residuals are high .(See Figure 3.16) Moreover, RPCs are
added in both regions to ensure good time resolution. Since the instantaneous luminosity
at start-up was expected to be lower than the nominal one, for financial reasons, the
installation of RPCs in the forward region 1.6 < |⌘| < 2.4 was staged. Currently this
region is still instrumented with CSCs only.

Figure 3.14: right-left ambiguity lifted when placing a translated second layer of DTs
with parallel anodes
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Figure 3.15: Schematic view of an RPC [37]

Figure 3.16: Longitudinal section view of the CMS map of the magnetic field (right) and
lines (left) . The field strength varies between 0.5 T and 2.7 T in the endcap region of
the muon spectrometer. [38]

3.5.5 Upgrade of the CMS muon spectrometer

[7] The forward region 1.6 < |⌘| < 2.4 being only equipped with CSCs, leaves this part
of the detector less robust and efficient for muon triggering and identification. One also
wants to have a maximum detection efficiency and rate capability to enhance the physics
reach. It is then interesting to place additional layers of detection in the forward area
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Figure 3.17: Disposition of the different detector inside the CMS muon spectrometer.[37]

to yield additional particle hits resulting in the improvement of the track reconstruction,
the muon momentum resolution and better constraints on the background rejection at
the trigger level.

The LHC will enter in the following years its High Luminosity Phase shortly after
the LS2 (see Section 2.1.3), where one expects rates of several kHz cm�2 in the |⌘| > 1.6
region. The already installed RPCs in the |⌘| < 1.6 region will not be able to operate
at this rate. This is why the CMS GEM Collaboration plans to install a new technology
of gaseous detector in this region able to sustain such rates and maintain an good space
and time resolution. The new detectors are called Gaseous Electron Multiplier (GEM)
and will be described in detail in the next chapters.

42



Chapter 4

Gas Electron Multiplier Detector

This chapter will review the the geometry and the functioning of a GEM detector
followed by the different modeling methods and softwares used to simulate the whole
detector response from the first ionization and the avalanche process to the formation of
the signal.

4.1 Detector Design

[39] A GEM detector is constituted by an enclosed volume separated by the GEM
foil. The gap above the foil is called the drift gap while the gap below is the induction
gap.

A GEM foil (see Figure 4.1) is composed of a 50 µm thick kapton foil between two
copper plates of 5 µm thickness. Microscopic holes are drilled in this foil using a method
called etching [2]. The hole diameter is typically 35 µm and 70 µm while the distance
between the holes also called the pitch varies between 50 µm and 200 µm.

Figure 4.1: Left: Electron microscope view of a GEM holes, Right: Biconic section of a
hole [40].
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Figure 4.2: Electron avalanche forming inside a triple GEM detector.

4.2 Functioning

Let us focus first on the functioning of a single GEM foil detector which can be later
on easily generalized to a detector with multiple GEM foils. A muon entering the GEM
detector ionizes the gas producing the primary electrons in the drift region where an
electric field of a few kV/cm is applied enabling the negative charges to drift towards the
GEM foil while the ions are flowing in the opposite direction.

The electrons yet to few to produce a signal on the readout electronics placed at
the end of the induction gap will have to be multiplied. This is where the GEM foil
comes into play. Between the top and bottom layer of the copper plate a voltage of a
few hundred Volts is applied producing a high electric field region, especially inside the
hole where it can reach tenths of kV/cm2.

Electrons passing through the holes get multiplied by a certain gain factor depending
mainly on the electric field and the geometry inside the detector. In order to further
increase this gain factor, more GEM foils can be added where the electrons go through a
series of additional multiplication stages . A Double GEM (DGEM) and a Triple GEM
have two and three foils respectively. In a multi GEM detector the intermediate gaps
between the drift and induction gaps are called the transfer gaps. Electrons leaving
the last GEM foil enter the induction gap where the signal is induced on the readout
electrodes.

A detector made of multiple GEM foils allows to reach higher gains as seen in Figure
4.4 at lower voltages across the various foils, compared to a detector made of a single
foil. Since multiple GEMs operate at lower voltages than a single GEM, the discharge
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Figure 4.3: Field lines of a GEM. Left: Intense drift field (6 kV/cm) and low induction
field (3 kV/cm) with voltage of 250 V across the GEM foil. Right: Low drift field (3
kV/cm) and intense induction field (6 kV/cm) with a voltage of 500 V across the GEM.
Inside the holes, the electric field lines get really dense with a relatively low voltage
source. [41]

probability is also very much suppressed.
After the last multiplication at the exit of the third GEM layer, the avalanched

electrons also called the electron clusters enter the induction gap where a signal is induced
on the readout strips placed at the lower part of this gap.
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Figure 4.4: gain and discharge probability for different numbers of GEM layer as a
function to the applied voltage. [42]

4.3 GEM for the CMS upgrade

[7] [43] As introduced in the previous chapter, the RPC detectors are not able to
sustain the high rate particle flux in the forward region of the muon spectrometer for
1.6 < |⌘| < 2.4. Instead the new GEM technology will be installed in the presently not
instrumented parts of the CMS endcap muon system. Several test beam studies have
successfully concluded that this type of detector will sustain the high radiation fluxes in
the forward region for the era of the high-luminosity LHC, ranging up to several kHz
cm�2. Figure 4.5 shows the relative gain of a GEM detectors compared to Multi Wire
Proportional Chambers (MWPC) which include DT’s and CSC’s. With increasingly high
particle rates, the gain of the MWPC drops rapidly while GEM detectors maintaincon-
stantly their relative gain even at higher particle rates up to 104 kHz/mm2.

This new upgrade completes the trigger system of muons by adding a redundancy
in the high ⌘ regions, unable to be filled by the RPCs. In this way a good transverse
momentum resolution for high-pT endcap muons in the TeV range can be achieved which
is important for the muon trigger system. Additionally a second independent trigger path
is provided in the forward region.
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Figure 4.5: Realtive gain of the GEM technology compared to the MWPC as a function
of the particle radiation flux. [20]

Figure 4.7 shows a longitudinal view of the CMS barrel and endcap region where
the orange zones depict the future location of the GEM stations GE 1/1 and GE 2/1
each constituted by two back-to-back triple GEM detectors. For the GE 1/1 station,
each detector covers an angle of 10̊ and has a trapezoidal shape of dimensions 990 mm
(220 - 455)mm having a total detection surface of 3000 cm2 shown on Figure 4.6. It is
worth noting than since the particle flux rate in the Muon Chambers is 10 kHz implies
that each Triple GEM detector with its 3000 cm2 is submitted under a total radiation
rate of 3 · 108 Hz. Since each Triple GEM is partitionned into 3x8 segments with each
128 readout channels, the average interval time of two particles hitting the one strip is
around 100 ns. 1

1. This time interval will impose a constraint on the duration of a signal recorded on the readout

electronics, detailled in Chapter 7.
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Figure 4.6: large Triple GEM prototype constituted by 3x8 segments [43]

Figure 4.7: Longitudinal view of CMS of the barrel and endcap region. [43]
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4.4 Simulation

Since the main scope of this work concentrates on the modeling of a GEM detector
it will be important to introduce the reader to the different simulation tools used to
obtain the different results presented in the following chapters. This chapter covers the
functioning of several simulation softwares used to compute the field maps inside the
detector, the generation of primary electrons inside the gas produced by the ionizing
particle, the simulation of an electron avalanche and the signal formation on the readout
electrodes.

4.4.1 ANSYS

[44] [45] [46] Ansys is a simulation software capable of modeling multiple phenomena
ranging from thermal and electrical conduction to fluid dynamics. For our purpose we will
use Ansys to create the electric field maps of our detector, in other words computing the
electric potential in each point inside the detector taking into account the internal applied
electric field and the geometry of the GEM. The software aims at solving the Maxwell
equation of electrodynamics by using the method of finite elements. This method is a
numerical integration of the partial differential equation able to retrieve a field map of
the geometry present inside a GEM where any analytical methods would fail due to the
complex boundary conditions. This method is analogous to the idea where the area of
a disc is approximated by filling it with increasingly smaller rectangles, the mesh and
where each infinitesimal area is given by the shaping function.

Field maps

First of all, the materials inside the GEM have to be defined in Ansys by attributing
them a certain dielectric constant. The gas will have a constant near 1 since for instance
CF4 ,CO2, Ar are transparent and have a refractive index equal to 1. The copper plates
on the GEM foil are electric current conductors and have a very high dielectric constant
around 1010. Kapton being an insulator material has a dielectric constant of 4.

Secondly, a mesh is defined to cover the whole detector volume where we want to solve
the equations. This mesh is partitioned in tetrahedra in order to adapt to the geometry
of the inside surface we want to cover. At every node of the mesh the electric potential
is computed. Depending on the complexity of the geometry, the size of the tetrahedra
will decrease rapidly to cover efficiently irregular shapes especially near the GEM holes.

Since the number of polygons increases with complexity of the geometry hence the
risk to generate imprecise shapes, we are bound to simplify the situation in order to avoid
false field computation. To do this we have to recognize that the GEM geometry has a
translational symmetry so that we can reduce the problem to one selected region also
know in lattice theory, as the primitive cell. By limiting the field computation to this
cell, we can solve the entire field map by arguments based on symmetry. Figure 4.8 shows
the three possible types of cells able to generate the whole GEM structure. However the
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Figure 4.8: Cells able to build up a single GEM, the first one being the primitive cell.
[25]

second and third are generated by the first which can be considered as the primitive cell
of the GEM lattice.To complete the simplification we have to add symmetrical boundary
condition on the XY plane along the Z axis in order to generate the GEM holes and to
satisfy symmetrical boundary conditions.

The generated mesh gives the solution of the problem at every node by knowing the
shape of the given polygons. In our case we use curved tetrahedrals with 10 nodes. To
each polygon is associated a given shaping function where by extrapolation the whole
problem can be solved. The software returns the values of all the electric potentials
enabling us to know the corresponding electric field lines.

4.4.2 GARFIELD

[47] [48] Garfield is multi-functional software using a C++ interface in ROOT called
Garfroot developed for simulating the behavior of gaseous and silicon based detectors. Its
application ranges from simulation of an electron avalanche to the ionization produced
by a muon inside a medium and can model the signal formation on a readout strip. Field
maps that were previously computed numerically or analytically are used as inputs to
map exactly where the electric flux lines are the most dense hence where the electron
avalanche will take place. Starting with several electrons in the drift gap created by the
ionizing particle we will in this section explain how Garfield manages to simulate their
drifting and multiplication .

The main feature of Garfield is its ability to compute collisions based on the method
called null collision. To expose this let us state the problem in terms of probability. It
is straightforward to assume that the collision probability P (t) in a given time interval
�t depends on the speed of the particle ~V (t) and of course of the relative speed of the
gas atom or molecule~u. If the reference frame is the same as the laboratory we can state
that:
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P (t)�t = ↵(t)e�
R
t

0 ↵(⌧)d⌧�t (4.1)

where ↵(t) is the collision rate defined by:

↵(t) =

Z
�(�v)f(~ud~u (4.2)

where k~V (t) � ~uk and � is the cross section of the collision depending on the relative
speed between the two particles. f represents the speed distribution of the gas particles
depending on its pressure and temperature. [49] The null collision method states that
if ↵(t) is bounded we can introduce a certain noise coming from ineffective collisions in
such a way that

↵max = ↵(t) + ↵ineff (4.3)

↵max is an arbitrary constant bounding ↵(t) so that the combined probability distri-
bution takes a simpler form

Pc(t) = ↵maxe
�↵maxt (4.4)

Knowing the results of this expression and at the same time the added noise , by
injecting a random distribution we can test if a real collision has occurred or not. Once
the test confirms the generated event, a random cross section is picked up from a data base
depending on the type of process that is occurring which includes a ionizations, elastic and
inelastic scattering, vibrational or translational excitation. Each of this reaction has a
certain rate of occurrence depending on the energy of the reaction and produced different
end states. For instance a elastic scattering collision will only diffuse the electrons in every
direction, ionization will add electrons and lower the ionizing particle’s energy. The
Penning effect is not included in this library of reactions and is computed separately.

Ions created during the ionization are described by the Langevin equation where
their mobilities in their respective medium are looked up in mobility tables. We will
furthermore not be very interested in their description since; will show later that their
presence doesn’t contribute significantly to the signal formation.

4.4.3 Magboltz

[51] Magboltz is used to solve the Boltzmann transport equation used by Garfield to
simulate the microscopic trajectory of the electrons traveling inside the gas. In this way
it is possible to retrieve gas properties such as drift velocities, Townsend and diffusion
coefficients. FOOTNOTE

4.4.4 Heed

[52] Heed is used to simulate primary ionizations, compute the energy loss of the
ionizing particle and retrieve the resulting electron distributions taking into account the
different possible cross sections for each atoms inside the medium. Next Chapter will
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Figure 4.9: Cross section for different processes inside Ar [50]

expose the different primary electron distribution produced by muons and pions inside a
gas volume.

4.4.5 Geometry

The GEM detector is planned to be installed in the endcaps of the CMS muon spec-
trometer. The detector should then face the interaction point between the two proton
beams which justifies the choice of the coordinate axis shown in Figure . Figure 4.10
shows the geometry of the GEM foil with the values given in the following table.

D 70 µm
d 50 µm
Rim 80 µm
K 50 µm
P 140µm
dcopper 5 µm

The structure of the primitive cell for the single GEM can be generalized for a Triple
GEM detector by piling up three single GEM primitive cells. However the central cell
has to be inverted to correctly reproduce the tripleGEM primitive cell. Similarly, the
same mirror conditions are imposed to model the whole structure containing all three
GEM foils.
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Figure 4.10: schematic view of a GEM foil with the biconic section of a GEM hole. kapton
(orange), copper plates (white). D is the diameter of the hole, d the intern diameter,
P is the pitch distance between two holes, K the thickness of the kapton and Rim the
external diameter or distance between two cupper foils. The red rectangle depicts the
primitive cell.

Figure 4.11: representation of the Triple GEM primitive cell [25]
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Chapter 5

Simulation Results

This Chapter will describe the interaction of the primary particle inside the gas
volume. This includes the energy loss of the ionizing particle we want to detect, and
how many electrons are produced after each ionization. Moreover it will be of interest to
derive some results of how the resulting electrons will drift inside the gas medium where
a electric and a magnetic field is applied. All these results will be of great importance for
the study of signals inside a Triple GEM detector. In fact the Garfield framework is able
enough to model the signal induction in a Single GEM detector but fails at computing
signals in a Triple GEM detector due to the complexity of the problem coupled with a
limited computation power. This is why the following study has been made where the
outcomes will be used as inputs for a hybrid simulation method explained in Chapter 7.

5.1 Primary Ionization

[37] The first step of modeling a gaseous detector starts with the ionization trace left
by the primary particle. Along its trajectory it will collide with the gas atoms ejecting
their orbital electrons. The process will continue until the ionizing particle has left the
volume. The simulation will treat muons, charged pions and protons. Figure 5.1 shows
the particle flux spectra entering the muon chambers from different sources as a function
of ⌘. Muons and pions are ideally expected to be created as products of the proton-
proton collision as a result of jet production . Their energy spectra varies between 1
GeV to 1000 GeV and will contribute the most to the particle radiation. Since we are
interested in the forward region of the detector close to the beam pipe a certain amount of
radiation will enter the endcap muon chambers . Those background radiation are formed
by charged particles like electrons, muons, pions and protons whose energy spectra are
rather wide and have the potential to affect all chambers. In addition some leaking
neutrons emitted from the very forward calorimeter (HF) originating from hadronization
processes are able to enter the muon chambers. The flux grows exponentially near the
beam pipe where it is mainly dominated by electrons/positons and muons. All these
particles leave a specific type of interaction inside the gaseous detector, characterize .
Let us first set some definitions to how characterize the different interaction occurring
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Figure 5.1: Charged particle fluxes in the muon chambers a cumulative sum of different
sources. Top: fluxes in the first chamber as a function of ⌘. Bottom: fluxes in the last
chamber as a function of ⌘ [37]

inside the gas volume.

1. The number of primary clusters are the number of collisions between the primary
particle and the gas molecule where a primary electron is produced.

2. The number of secondary clusters is the number of collisions between the primary
electron and a gas molecule where another electron is produced often defined as
the secondary electron.

3. The cluster size ot the total cluster is defined as the total amount of electrons
including the primary and secondary electrons.

5.1.1 Primary clusters

To model the number of clusters produced inside a gas volume we will use Heed
as a simulation software. Two different gaseous mixtures will be used ArCO2CF4 and
ArCO2 with respective proportions 45:15:40 and 70:30. The energy of the respective
ionizing particles varies between 1 GeV - 1 TeV for muons, 1 GeV - 200 GeV for
charged pions and 5 GeV - 200 GeV for protons. Neutrons will not be discussed here
since they are not included in the Heed database and only interact with the detector by
hadronization processes on the outer layers of the GEM outside the gas volume. The
detector is modeled by a rectangular box 10 x 10 x 0.7 cm3 in the (x, y, z) coordinate
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Figure 5.2: Position distribution of primary clusters along the track

.

system. 1 The incoming particle has an initial momentum vector (0,0,1) and will mainly
ionize the gas along the 7 mm path. 100000 tracks have been computed.

Figure 5.2 shows the position of primary clusters produced by a 1 GeV muon inside
ArCO2 70:30 . The ionization process is uniformly distributed and doesn’t decrease
during the flight. Figure 5.3 shows the energy lost of the muon inside ArCO2 gas 70:30
which will be transfered to the ejected primary electrons. The behavior follows a Landau
distribution.

It is possible to compute the number of primary clusters produced along the ionization
track. This will be of importance when simulating the avalanche process of the secondary
electrons. Figure 5.4 shows the number of clusters generated by five different particles at
a given energy for the two gas mixtures. The distributions have a gaussian shape where
we can suppose that the most probable value of primary clusters produced coincides with
the mean value of the distribution. 2

Let us extract for each particle, for different energies and for two different gas mixtures
how the mean value of primary clusters behaves as a function of the primary particle’s
energy. This can be seen on Figure 5.5 where following observations can be drawn.

1. The number of primary clusters increases with the energy of the primary particle.
2. The number of primary clusters decreases with the primary particle’s mass.

1. The total length of the drift distance inside a Triple GEM detector along the z axis is 7 mm
including the 3 mm induction, 1 mm drift and two transfer gaps of 1 mm and 2 mm

2. The distribution has to be normalized with respect to the total amount of events simulated to be

considered a probability distribution.
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Figure 5.3: Energy loss of the ionizing particle deposited inside the gas.

3. The number of primary clusters produced by protons initially decreases but in-
creases for energy values above 4 GeV

4. The number of primary clusters is more probable in ArCO2CF4 than in ArCO2.

The fist observation can be compared to Figure 3.1 where the stopping power of a
given medium increases with the primary particle’s energy hence more energy is lost inside
the material. The only way to transfer this energy to the atoms in the given medium is
either elastically where no electron is ejected or inelastically where an ionization occurs.

The second observation can also be restated by saying that the interaction probability
of heavy particles (protons) is smaller than for light particles (muons and pions) as long
as they have the same absolute charge. This can only be verified in experiment , an exact
explanation would consider to model the cross section for this interaction.

The third statement can be understood when noticing that a proton at 4 GeV has
reached its minimum ionization point visible on Figure 3.2. ArCO2 or ArCO2CF4 are
gases similar to He gas where the MIP of the proton lies around a momentum of 3 GeV . 3

3. E2 = p2 +m2
hence for p = 3 GeV and m = 938 GeV , E ⇠ 3 GeV
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Figure 5.4: number of clusters produced by five different particles in 2 different gas
mixtures
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Figure 5.5: Mean number of primary cluster produced by three different primary particles
for two different gas mixtures along a track of 1 cm. The results are shown as a function
of the primary particle’s energy. The dashed lines have been added. Vertical error bars
are not shown and vary between 4-6 number of particle clusters. See Appendix A.
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5.1.2 Mean energy loss

The mean energy loss is modeled using Heed where primary particles’ trajectories
inside the gas volume are generated over a distance of 1 cm. For each particle at a given
energy losing its energy in a pure gas, a Landau distribution is drawn (See Figure 5.3)
where the mean energy loss is extracted and plotted on a graph as a function of the
primary particle’s momentum. The results are shown on Figure 5.6 for three particles
for three different pure gases. Additionally the obtained simulated results are compared
with the mean energy loss curve shown on Figure 3.2 for muons, pions and protons inside
gaseous Helium which has been obtained with the Bethe relation 3.1 in Section 3.2.1.

Note that the mean energy loss
⌦
dE
dx

↵
shown on Figure 3.2 is expressed as the mean

energy loss E in MeV per ⇢ per l where ⇢ is the density of the gas in g
cm3 and l the

distance in cm over which the primary particle loses its energy. Consequently we have
to multiply the values for

⌦
dE
dx

↵
by the helium density ⇢He = 1.8 · 10�4g cm�3 in order

to be compared to the simulated results. Following points can be drawn.

1. Energy losses are more important in gas mixtures containing CF4 than in other
mixtures containing CO2 and Ar.

2. Energy loss increases with the primary particle’s mass and energy.

3. The simulated data (colored points) mimics the data coming from Figure 3.2 (green
squares). Moreover the minimum ionization point is visible for the three particles
and coincides with the MIP for the Figure 3.2 data.

We will not discuss the reasons for the first two points and will only be takes as
observation since their explanation would not give us a better understanding of a GEM
detecor. The third point is important since it confirm the validity of our simulation
despite some deviations. Argon being a rare gas has a very close energy loss profile as
Helium whcih is also a rare gas.

5.1.3 Cluster size

For determining the total secondary cluster size we have to take into account the sec-
ondary ionization where collisions between the primary electrons, having enough energy
to ionize furthermore the gas are involved. Figure 5.8 shows the number of total sec-
ondary electrons produced per primary cluster. Alternatively we have chosen pure gases
instead of mixtures. For gas mixtures ArCO2 70:30 and ArCO2CF4 45:15:40 equation
5.1 applies where hNi each pure gas is averaged according to the mixture proportions so
that the cluster size for each mixture can be computed.

The obtained distributions show that the probability of producing an increasing num-
ber of secondary electrons decreases exponentially. The most probable number of elec-
trons produced is around 2 for the three gas mixtures.

It is instructive to know how mean value for this distribution behave as a function of
energy for muons, pions and protons. We get the following table:
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Figure 5.6: Mean energy loss simulated inside 1 cm gas volume shown for muon, pions
and protons for three different gases, Ar (red) , CO2 (green) and CF4 (blue). The mean
energy loss is also shown inside He (green squares) drawn from Figure 3.2
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Figure 5.7: Total secondary electron distributions for muons at 1 GeV produced by one
ionization collision in 3 different gases

First of all we recognize the same behavior as for the mean number of primary clusters,
where lighter particles e.g. muons and pions ionize more easily than heavier particles like
protons. Furthermore the minimum ionization particle bump is also observed this time
for protons near 2 GeV . Finally notice that the presence of Argon along with the CF4

inside a gas mixture produces the most electrons following the ionization process.
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Figure 5.8: Average number of total secondary electrons produced per primary collision
as a function the energy in 3 different pure gases

5.2 Gas tables

A necessary step for successfully simulating an electron avalanches is the computation
of electron drift velocities along with the diffusion coefficient inside a medium where a
electric field is applied. The medium consists of two different gas mixtures ; ArCO2 70:30
or ArO2CF4 45:15:40. The Garfield interface called Magboltz will be used to compute
these parameters by solving the Boltzmann transfer equations. The results are show in
Figure 5.9. and are simulated with a collision parameter of 50 giving errors less than 1
%.

5.2.1 Drift velocity

The top plot on Figure 5.9 shows the drift velocity as a function E/p where E is the
electric field applied along the z axis inside the medium and p the pressure of the gas. p
has been fixed to the atmospheric pressure of 780 Torr.

1. The drift velocity inside the ArCO2CF4 mixture always exceeds the velocity inside
the ArCO2 mixture. This can be understood intuitively by comparing the den-
sity for each gas. Indeed we already showed in 3.33 that the drift velocity vD is
proportional to the mean free path � which in turn is proportional to the density
1
n
V

. A simple calculation shows that the first gas mixture has less collision centers
than the second which explains the ability of electrons to travel faster inside a less
dense gas volume. This will also have an impact on the duration of the signal on
the readout electronics.

2. It is useful to compare the drift velocity for both B = 0 and B = 2.5T since there
is a non negligible magnetic field in the endcap region of the muon chambers that
varies between 0.1 T and 2.5 T. An angle of 8̊ between the electric and magnetic
field has been chosen as it will be the case for the GE1/1 location. [38] In this
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case the vD is obtained by taking into account the transverse direction of the speed
vector which are added to longitudinal components. However there seems to be no
significant deviation from the B = 0T case.

5.2.2 Longitudinal diffusion coefficient

The evolution of the longitudinal diffusion coefficient dl is shown on Figure 5.9 (mid-
dle) dl measures the spread of the electrons in the direction z. Here again the presence
of the magnetic field does not bring any deviation compared to the curve dl (B = 0).

5.2.3 Transverse diffusion coefficient

The transverse diffusion coefficient describes how the electron cluster spreads in the
transverse plane (y,z) seen on Figure 5.9 (bottom)

1. The transverse diffusion is higher in the ArCO2 mixture. This gas is denser hence
the electrons tend to spread more easily due the increased collision centers encoun-
tered along their trajectories.

2. However in this case, the magnetic field has an influence on the transversal spread-
ing. In fact it reduced the diffusion in the transverse plane as it has been discussed
in Section 3.2. The electron cloud width is reduced by up to 10 % by a focusing
effect.
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Figure 5.9: Drift velocity (top) , longitudinal diffusion coefficient (middle) and transverse
diffusion coefficient (bottom) as a function of the electric field for two different gases.
Squares show the data where a magnetic field of 2.5 T is applied with 8̊ with respect to
the electric field. 66



5.3 Conclusions

The obtained results should give us some preliminary ideas how the primary particles
interact with the gas. Moreover we have shown how the total cluster of electrons will
drift and spread inside the gas when an electric and a magnetic field is applied. Those
results will be used later for the parametrized simulation of thei CMS Triple GEM detec-
tor. Moreover the obtained parameters helped us study the difference between two gas
mixtures ArCO2 and ArCO2CF4 which will have a direct impact on the performance of
the detector.

Some conclusions can be drawn at this point. An important result is the confirmation
of the simulated mean energy loss profile with the data obtained by the Bethe equation.
Moreover the number of primary cluster produced by the primary particle along with
the cluster size which are coupled to the mean energy loss through equation 3.4 mimic
as expected the behavior of the Bethe equation. This preliminary results give us an
understanding of how many electrons can be generated by different primary particles.

Secondly we have show that the drift velocity is greater in ArCO2CF4 than in ArCO2.
This enables us to give an fist estimation of how the drift time of the electrons produced
inside the gas volume varies depending on the gas mixture chosen. Indeed this will impact
the performance of the Triple GEM detector which will be discussed in the following
Chapters.

Thirdly the computation of the diffusion coefficient also gives us a first criterion of
which gas mixture to choose. Note the difference in the transverse diffusion coefficient.
where the electron cloud will spread more in ArCO2 than in ArCO2CF4. This will
strongly influence the spread of the electron cloud during its drifting inside the detector.

Lastly we discussed the presence of the magnetic field which had only an effect on
the transverse diffusion coefficient by decreasing it as already expected in Section 3.2.6.
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Chapter 6

Single GEM Study

Since now we have extracted all the necessary parameters for characterizing the inter-
action between the primary particle and the gas atoms along with the drift and diffusion
properties of the primary/secondary electrons inside the gas volume. The aim of this
Chapter is to model the avalanche where important parameters are extracted to describe
the electron multiplication inside the gas and their transfer through the GEM holes.
Moreover the outcomes of this study will be of importance for the hybrid simulation
when discussing signals in a Triple GEM detector. Since the latter can be viewed as a
generalization of a single GEM where each foil can be regarded as independent from the
others, we are going to start with the study of a single GEM foil.

In order to do this we are going to simulate an avalanche starting with 1000 primary
electrons (see Figure 6.1). To get various results, the voltage accros the GEM along with
the electric field in the drift and induction gap are chosen differently for each avalanche.
The process will be analyzed in two different gas mixtures ArCO2 70:30 and ArCO2CF4

45:15:40.

The last part of this Chapter concerns the signal formation on the readout electronics.

6.1 Single Electron Response

First of all we are going to study the response of the detector when injecting a fixed
number of primary electrons at 1 mm from the center of the GEM foil where they are
going to be accelerated by the electric field in the drift region towards the GEM hole.
This is where the multiplication starts. This process can be characterized by two different
quantities; the gain and the transparency.

6.1.1 Total gain

The total gain of the detector is defined as the multiplication factor which describes
the intensity of the electron avalanche. It is defined as the ratio between the the initial
secondary electrons and the resulting multiplied electrons.
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Gtot =
ntot

n
(6.1)

where ntot is the number of electrons produced after the avalanche and n the number
of primary electrons. However the total gain is not a very realistic measurable quantity
since it doesn’t take into account the attachment of electrons on material inside the GEM
for instance the kapton foil.

6.1.2 Transparency and effective gain

In order to properly describe the avalanche process we have to count how many final
electrons are able to contribute to the electronic signal in other words discard those who
get attached by the kapton foil or the copper plates. An interesting quantity used in
optics is the transparency which is defined in terms of the geometry of the gem foil,
the pitch and the hole diameter. This definition is however independent of the voltages
applied across the GEM, consequently we will use a more experimental approach. In this
way the transparency can be defined as

T =
neff

n
(6.2)

where neff is the number of electrons able to induce a signal on the electrodes per
secondary electron. We consider electrons having passed 470 µm after the lower GEM
foil as potential charge carriers producing a detectable signal or reaching the next GEM
foil when considering a Triple GEM. This will lead us to define the effective gain which
is the total gain corrected by the transparency.

Geff = T ·Gtot (6.3)

This is a quantity that will be measured later experimentally in this work.
Figure 6.2 shows the effective gain as a function of the GEM voltage for fixed drift

and induction electric fields. The three different field values are frequently encountered
for the three GEM foils in a Triple GEM. Low electric field in the drift gap (3 kV/cm)
and intense field values in the induction gap 5 (kV/cm) maximize the transparency
hence the effective gain of the detector. This is can be understood when visualizing the
electric field lines on Figure 4.3. For intense drift fields, the field lines along which the
electrons tend to travel are directed towards the upper metal plates where the charges
get absorbed. For low drift fields this effect diminishes and more electrons are passing
through the GEM hole. The opposite is true for the induction field where for higher
values the extraction of the electrons out of the holes is more efficient This has been
shown in Garfield transparency simulations [25]. Following observations can be made.
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Figure 6.1: Schematic representation of an electron avalanche. Some electrons are ab-
sorbed by the copper plates (orange) or the kapton foil, others reach the blue region 470
µm below the lower GEM that will contribute to the signal formation.

1. The effective gain increases exponantially with the voltage across the GEM foil.
2. The avalanche process coupled with the transparency is more effective in ArCO2

70:30 compared to ArCO2CF4 45:15:40.

The first observation can be understood easily knowing that the avalanche is a multi-
plicative process. The second is due to the higher Argon proportion in ArCO2 which has
a larger Townsend coefficient than CF4. Moreover to each gas an attachement coefficient
can be associated which is larger for CF4 mixtures hence less transparency. This can be
visualized on Figure 3.3.
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Figure 6.2: Effective gain as a function of the GEM foil voltage for three different drift
and induction configurations. Ed is the drift electric field and Ei the induction electric
field. Top Ed = 3 kV/cm Ei = 3.5 kV/cm. Middle: Ed = 3.5 kV/cm Ei = 3.5 kV/cm.
Bottom : Ed = 3.5 kV/cm Ei = 5 kV/cm
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6.2 Signal Formation

Moreover if we want to determine the coordinate of the hit of the particle entering the
detector we have to measure the spread of the avalanched electrons entering the induction
gap. This is done by analyzing the signal formation on the readout strips placed at
the end of the induction gap below the GEM foil. At this point we are not going to
simulate signal formation resulting from a muon entering the detector but rather start
with 1000 electrons followed by the electron avalanche and transfer through the holes
to the modeling of the signal on the readout electrodes. Each electron will represent
a simulated event. The readout electrodes are segmented metal strips placed on an
insulator material usually kapton. The strip geometry chosen for our purpose consists
of strips all parallel to the y axis (1-D readout). The width of one strip plus the space
between two strips is also called the pitch size, the electrode z height is set to 5 µm. The
electron cloud refers to the total distribution of the avalanched electrons below the GEM
foil able to induce a signal. Figure 6.3 shows a micro-photograph of two 2-D readout
pattern.

For visualizing the signal induction inside a GEM detector we have to access the
electron endpoints (xf , yf , zf , tf ) of the electron cloud distribution. Figure 6.4 shows the
retrieved endpoint distribution along on transverse coordinate x. This distribution will
be used for simulating the signal induction for a single GEM.

The Ramo-Shockley theorem is used for modeling the current as a function of the
electron drifting time inside the induction gap which requires the knowledge of the drift
velocity of the electrons and more importantly the weighting fields for the electrode. The
latter can be obtained analytically for simple geometries. However in our case a numerical

Figure 6.3: Micro-photograph of two readout patterns. Left: Cartesian 2-D readout strip
pattern on a kapton ridge. Distance between strips is 200 µm and the strip width 50 µm
and 150 µm for the top and bottom layer respectively. Right: small-angle stereo readout
pattern separated by 25 µm thick kapton ridges [53]
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Figure 6.4: Transverse distribution along the x coordinate of all the electrons arriving at
470 µm below the GEM foil for two different gases ArCO2 (blue) and ArCO2CF4 (red)

approach is needed where the values of the weighting field in each space coordinate can
be derived by Ansys.

Garfield is used to simulate the electron avalanche of the initial 1000 electrons and
the charge transport through the gas taking into account the weighting field of the strip.
We are going to use typical a electric field value of 5kV/cm inside ArCO2CF4 45:15:40
and ArCO2CF4 and induction gap distance of 1 mm. The voltage of the GEM foil is
fixed to 350V .

6.2.1 Single electrode

Starting with 1000 initial electrons, we first simulate the electron avalanche and the
charge transport through the GEM holes. Keeping only electrons that are able to drift
beyond the 470 µm (See Figure 6.4)) below the lower copper plate we retrieve the spatial
distribution in the (x, z) plane as well as the arrival time of the individual electrons.
Using the appropriate field map for the electrode weighting field we can compute the
electron drift towards the z = -1 mm by applying the Ramo-Shockley theorem.

Figure 6.5 shows the signal induced by the electrons (left) and ions (right). It ac-
cumulates the total signal of the 1000 initial electrons that have been avalanched and
entered the ionductance gap.

1. The amplitude of the ion signal is of 3 orders of magnitude weaker that the electron
signal.

2. The duration of the ion signal is longer than the electron signal.

This can be understood when recalling that the drift velocity of the ions is about
1000 times smaller than that of the electrons hence generate a weaker signal. The ions
created inside the GEM foil during the avalanche are drifting in the opposite direction
following the field lines of the GEM. As a result they get screened by the GEM foil, are
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attached by the upper metal plate hence the signal is strongly suppressed. More over due
to their extended drift time tIdrift =

z
GEM

v
Ion

= 50µm
10�3v

e

> 100ns where zGEM is the typical
thickness of a GEM foil and ve the electron drift velocity ⇠ 1mm/µm. Note that this
drift time is very short compared to other gas detectors like MPWC where ions have to
drift over distances of several mm during which their gain and hence their rate capability
is diminished for an increasing radiation flux rate entering the detector. (See Figure 4.5).

6.2.2 Multiple electrodes

Figure 6.4 shows the charge distribution of the electron cluster below the GEM foil.
Since the electron cloud tends to spread in the transverse plane (x, y) a typical procedure
of determining the position of the particle’s hit on the detector is to analyze the signal
formation on multiple readout strips. (See 3.4.1) In this way by applying the method
of Center of Gravity which exploits the charge sharing on multiple strips it possible
to reduce the spatial resolution below the typical pitch of the strips. Three different
electrode widths are taken; 600 µm , 880 µm, 1050 µm separated by a distance of 100
µm.

The corresponding fields maps are obtained by generating the appropriate primitive
cell which can be seen on Figure 6.6 where each electrode is indexed by a number. For
the first and fifth electrode i.e. those on the border are included half, the second, third
and forth entirely. Mirror conditions on the (x, y) axes are imposed to generate the full

Figure 6.5: Total Electron and Ion signal for Eind = 5kV/cm and induction gap 1mm in
ArCO2CF4 45:15:40
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Figure 6.6: Weighting field map for for electrode 3 generated with Ansys. The blue
vectors represent the density of the weighting field , the length its intensity . The width
is 600µm where each strip is separated by dx = 100µm. The blue boxes represent the
position of the electrodes

Figure 6.7: Weighting field for the central electrode E3 when putting all the other elec-
trode potentials to zero along with the lower GEM plate (top). Electrodes are shown in
red. The field lines can be seen between two conductors with different electric potential.
The equipotentials are perpendicular to the field lines (vertical curved lines) . [34]

structure. The corresponding weighting fields for electrode i are obtained by setting all
other electrodes along with the lower GEM foil metal plate to the ground V = 0 . Now
we are able to analyze the signal induction on multiple strips. See Figure 6.8.

1. As it can be seen on Figures 6.8 and 6.9 , the signal is induced mainly on the central
electrode E3. The current is practically zero on the outer electrodes E1 and E5.

2. Electrode 4 and 2 recorded approximately the same amount current.
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3. Interestingly we also see a diminishing of the peak intensity of the current with an
increasing width values.

4. Finally when comparing the signals for the two gas mixtures we notice that the
current is shorter in the ArCO2CF4 mixture.

5. Then current changes sign for E2 and E4 after 13 ns.
6. Peak intensities are less higher in ArCO2CF4.

The first observation can be understood by noticing the spread of the electron cluster
drifting inside the the induction gap (see Figure 6.4). In fact the cluster spread (69 µm
for ArCO2 and 47 µm for ArCO2) only diffuses around the central electrode and doesn’t
extend enough to reach the neighbor electrodes E1 E2 E4 E5. No electrons enter the
region of the E1 E2 E4 and E5 weighting field consequently the current is very much
supressed on the latters.

The second point is because electrode 2 and 4 are adjacent to the central electrode.

Thirdly as it can be seen on the field plot of the weighting field on Figure 6.7 the
field lines are very dense near the electrode, this is where the electrodes will reach their
peak speed and induced the peak value for the current which is proportional to the
drift velocity of the electrons. (see equation 3.42) By increasing the pitch size, the field
maps approaches the vector field of a parallel plate geometry where the field lines are
all parallel to each other hence less dense and electrons reach less speed values and the
induced current si smaller.

The forth point can be explained when looking at Figure 6.7. An electron propagating
towards the central electrode induces a negative signal on it. Electrons drifting along the
most outer curved field lines, approach the central electrode but distant themselves from
the adjacent electrodes creating a current of opposite sign.

Lastly we have already shown that the drift velocities of electrons inside ArCO2CF4

are more important than in ArCO2 hence a shorter signal. This also accounts for the
fact that the peak intensity is a bit smaller for ArCO2 than for ArCO2CF4.
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Figure 6.8: Induced signal on 5 electrodes inside the inductance gap for two gas mixtures
ArCO2CF4 (left) and ArCO2 (right) which accumulates the total contribution of all the
electrons transfered through the GEM foil. The results are shown for different electrode
widths 600 µm (top) 880 µm (middle) and 1050 µm (bottom)
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6.3 Conclusions

In this Chapter we extracted two important parameters ; the gain and the trans-
parency. The latter were obtained by relying exclusively on the Garfield framework.
Now we have all the inputs for the parametrized simulation exposed in the next Chapter
where the signals in a Triple GEM detector are studied.

Moreover the aim of this Chapter was also to give us a better understanding of the
functioning of a Single GEM detector when discussing the characteristics of the electron
avalanche. We have shown that the effective gain is higher in a mixture in ArCO2 70:30
than ArCO2CF4 and increases exponantially with the increasing voltage applied inside
the GEM foil.

Furthermore we computed the position of the avalanched electrons below the GEM
foil, where we have shown that inside the ArCO2 mixture the distribution of these
electron was larger than for the ArCO2CF4 mixture. This had a direct impact on the
shape of the signal induced on the electrodes. We have shown that the signal is shorter
inside the ArCO2CF4 than the ArCO2 mixture anf how the signal decreases for an
increasing pitch size. Those results will give us a better understanding when analyzing
signal for a Triple GEM detector.
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Chapter 7

Signal formation in a Triple GEM

The study of a Single GEM detector has been done by simulating its functioning
with a 3-D model using Garfield. The computation of gain and transparency can be
done fairly easy and fast , along with the signal induction on the readout electrodes.
However this same procedure will be problematic when we apply it on the case of a
Triple GEM detector where there are three amplification stages hence the number of
electrons to track inside the gas medium increases very quickly. Moreover this will be
very time consuming and not very efficient especially when analyzing the signal induced
by one single primary electron produced in the drift gap. For instance the signal induction
on a single electrode for a Triple GEM computed in a pure Garfield framework will take
several hours whereas on multiple electrodes it can take up to one day computation time
depending on the processing power. Nevertheless this time constraint can be avoided
using an hybrid simulation described in this chapter when discussing signal formation in
a Triple GEM. Moreover this is where the results discussed in Chapter 5 and Chapter 6
will we be of importance.

7.1 Hybrid Simulation

As we have already stated, the Garfield framework alone will be too time consuming
for the study of signal formation on a single or multiple electrodes on a Triple GEM. A
new approach is to perform a parametrized modelisation of all the parameters previously
computed with Garfield, Magboltz and Heed. This approach will take the drift velocity,
the various diffusion coefficients along with the transparency and the gain values as
inputs to parametrize the three multiplication stages and the charge transport inside
the gas medium. While Garfield took into account the three spatial coordinates, the
parametrized simulation will work in two degrees of freedom, one transverse direction x
and the longitudinal direction z. Consequently the computation time will be drastically
reduced and it will be possible to study the signal formation on multiple electrodes for
Triple GEM detector.

The results of the parametrized simulation can be seen on Figure 7.2 and Figure 7.1
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Figure 7.1: Results obtained with the parametrized simulation for ArCO2CF4 showing
the electron arrival time (left) and and the x coordinate below the third GEM foil. The
green dotted lines are the positions of the GEM foils.

Figure 7.2: Results obtained with the parametrized simulation for ArCO2 showing the
electron arrival time (left) and and the x coordinate below the third GEM foil. The green
dotted lines are the positions of the GEM foils.
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which has been done using the typical drift:transfer1:transfer2:induction gap distances
3:1:2:1 mm in a ArCO2CF4 45:15:40 and ArCO2 70:30 mixture. Gain and transparency
results force the following GEM foil voltages and drift/gap/inductance field have been
used. A total of 500 primary electrons or events have been simulated.

1. Edrift = 3 kV/cm , Etransf1 = 3.5 kV/cm , Edrift = 3.5 kV/cm , Edrift = 5 kV/cm

2. VGEM1 = VGEM1 = VGEM1 = 350 V

The dotted lines representing the positions of the three GEM foils converted in time
units by taking vdrift ⇠ 0.1mm/ns (ArCO2CF4) and vdrift ⇠ 0.07mm/ns (ArCO2) for
an electric field around 3.5 kV/cm at atmospheric pressure. The large majority of the
electrons arrive after 30-60 ns (ArCO2CF4) and 47-92 ns (ArCO2) on the last GEM
foil which correspond to the multiplied electrons originating from the drift gap. This ⇠
17 ns delay is due to the difference in drift velocity of the electrons. The x coordinate
follows more or less a uniform distribution with a slight bias for negative x. The cause
of this bias will not be discussed here and its impact won’t influence significantly later
conclusions.

Notice the difference in spread for the two gases in the position distribution already
encountered for the case of a Single GEM detector where the electrons have spread more
transversely in ArCO2 (RMS = 300 µm) than in ArCO2CF4 (RMS = 190 µm). This
can be verified using the alternative equation of 3.19. �D = �x(ArCO2) � �x(ArCO2)
=

p
z · (Dx(ArCO2) � Dx(ArCO2CF4) = 116 µm for drift fields of 3.5 kV/cm where

Dx is the transverse diffusion coefficient taken from the results in Section 5.2.3 and z the
drift distance between the third GEM foil and the drift gap z ⇠ 6 mm. �D corresponds
approximately to difference in spread seen on Figure 7.2 and Figure 7.1.

7.1.1 Single electrode

Similar to the case of a single GEM the electron cloud drift will be modeled using
Garfield but taking taking the parametrized simulation results as inputs. This time the
geometry of the GEM i.e. the added transfer gaps will have an impact on the signal.
Figure 7.3 shows the electron induced current on a single readout strip of width 600 µm
inside ArCO2CF4. 1

The duration of the total signal i.e. when the electrons have all arrived at the electrode
is much longer than it was for the Single GEM configuration. This is due to the longer
drift distance that the electrons, which has been mainly produced in the drift gap, have to
travel to reach the induction gap. The signal can roughly be split in three time intervals
when comparing to the arrival time shown in Figure 7.1

1. Between 0 ns and 20 ns the induced current is negligible and comes from the
electrons multiplied in the transfer 2 gap.

1. The ion signal is not shown since we already proved its poor contribution. The ArCO2 gas is

not discussed here since it will give us not much information here but will be presented for the multiple

electrodes signal study.
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Figure 7.3: Electron signal for a triple GEM induced on a single readout strip of width
600 µm

2. Electrons generated before the transfer 1 gap induce a slightly stronger current
between 20 ns and 35 ns.

3. After this time the electron cloud created in the drift gap arrives in the induction
gap and induces the peak current that last about 20 ns.

For checking the consistency of the results we should obtain the total number of
electrons having entered the induction gap when integrating the I(t) curve over time.

Q =

Z 70

0
I(t)dt = �1571C (7.1)

We verify that �1571C = 9826779 · e equals the number of entries in Figure 7.1 and
where e is the elementary electric charge.

84



Figure 7.4: Electron position on the electrodes at z = -1 mm for ArCO2 (left) and
ArCO2CF4 (right). The ’holes’ in the distribution correspond to the 100 µm interval
between electrodes E2-E3 and E3-E4.

7.1.2 Multiple electrodes

More interesting is the signal induced on multiple readout electrodes with various
widths separated by a distance of 100 µm. Results are shown on Figure 7.5. where
the six top histograms show the induced current shared by five electrodes of widths 600
µm(bottom), 880 µm (middle) and 1050 µm (top). The three left are for ArCO2CF4

and the three left plots are for ArCO2.
2 Following observation can be made.

1. The signal is mainly recorded on the central electrode E3.
2. Signals on the outer electrodes E1 and E5 are essentially zero.
3. After the the current on E3 reaches its peak intensity, the amplitude drops quickly

to zero.
4. Adjacent electrodes show negative amplitudes.
5. The electric current peak for each electrode decreases with the increasing electrode

width.
6. The duration of the signal lasts longer in ArCO2 than inside the ArCO2CF4 gas

mixture.
7. The peak signal induced inside the ArCO2CF4 is more intense than inside the

ArCO2 gas mixture.

Firstly the electron cloud doesn’t spread beyond the size of the central electrode.
This is true for the ArCO2CF4 mixture . However the spread inside the ArCO2 is more
extended and can induce a signal on the next neighbor electrode E2 and E4. When

2. Without loss of generality only a fraction of the simulated output events of parametrized simulation

has been chosen to reduce the computation time, since the amount of electrons inducing the signal would

have only changed the global current amplitude. The full event computation would have taken several

weeks to complete The events have been chosen uniformly from the arrival times t and position x below

the third GEM foil.
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looking at Figure 7.4 which shows the the end position (left for ArCO2) of the charges
at z = -1 mm, we see that some electrons drifted towards E2 and E3. Moreover there is
a slight excess of current recorded by E2 compared to E4 due to the bias in the electron
cloud distribution towards negative x (see Figure 7.4).

Secondly , the outer electrodes ( see Figure 6.6) are too distant to record a signal.
However they show a stronger signal for the ArCO2 strip size 600 µm due to the larger
spread for this gas.

Thirdly , as the charge propagates towards the strip and get more and more acceler-
ated due to the higher field density near the electrode, the current increases rapidly until
the point where the charges have all reached the electrode causing the signal to vanish.

Moreover all the neighbor electrodes E1 E2 E4 and E5 recorded a negative signal each
time the main signal on E3 decreases. This is the same effect that has been encountered
for the signal formation for the Single GEM detector. The signal E3 decreases when the
electrons arrive near the central electrode resulting in a collection. If electrons originating
from the outer boundary of the electron cloud spread, and follows the outer weighting
field lines, those electrons will move away from the adjacent electrodes E1 E2 E4 and
E5, resulting in a opposite current induction.

The fifth point has already been discussed for the signal induction in a Single GEM
detector for multiple electrodes. When increasing the size of the electrodes we approach
more and more a parallel plate geometry where the field are all parallel to each other
and the electric field gradient is constant and gets less dense near the electrodes. The
charges aren’t speed up enough towards the strips hence inducing a poorer signal.

The sixth observation can be explained when recalling that electrons drift quicker
inside the ArCO2CF4 than in the ArCO2 mixture. (See Figure 5.9). This account also
for the last observation since the induced signal intensity is proportional to the drift
velocity of the electrons towards the electrodes.

Finally the results shown on Figure 7.5 are compared to some experimental results
shown on Figure 7.6 and Figure 7.7. Notice the similarity between the shapes of the
simulated signals in the ArCO2 mixture and Figure 7.6. Additionally we recognize
the crosstalk manifested by the negative amplitude on electrode 1 (red) when the main
signal 3 (blue) decreases. Figure 7.7 shows different types of signal shapes resulting from
different ionization profiles. Depending in which gap the primary particle creates more
ionizations the signal shape will vary and shows multiple peaks. Each peak is separated
by an interval depending in which gap the electrons have been generated 3 The first profile
(left) corresponds to the case where most electrons where created in the drift and transfer
2 gap, second profile (middle) corresponds to the case where most electrons where created
inside the transfer 1 gap and some in the drift region. Whereas the third profile shows
the scenario comparable to our simulations where most electrons where created in the
drift gap.

3. The drift velocity for a 4.5 kV/cm inside ArCO2 is 0.075 mm/ns corresponding to a time interval

of 40 ns between each gap.
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Figure 7.5: Signal induced on multiple electrodes with different strip widths, 1050 µm
(top) , 880 µm and 600 µm (bottom). Left are shown the signal induction inside
ArCO2CF4 mixture and right ArCO2. The color of the histograms indicate the number
of the electrode shown in the legend 87



Figure 7.6: Signal induced on multiple electrodes inside a ArCO2 70:30 mixture with an
electrode width of 500 µm. The numbers next to the signals indicate their position . 3
is the central strip, 2 and 4 the first neigbors and 1 the second neigbor. [54]

Figure 7.7: Signals induced inside a Triple GEM prototype for the LHCb experiment in
a ArCO2 70:30 mixture. The gap distances are all 3 mm and have all the same gap fields
of 4.5 kV/cm. [54]
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7.2 Conclusions

In this Chapter we exposed a new method for modeling the signal induction inside
the a Triple GEM detector. An emphasis was made on the hybrid simulation which
needed the results derived in Chapter 5 using Magboltz, Heed and Garfield; the energy
loss of the primary particle inside the detector, the drift and diffusion properties of the
electrons inside the gas and the characteristics of the electron avalanche. These results
were needed inputs for the 2-D parametrized simulation of the Triple GEM which enabled
us to efficiently simulate the whole Triple GEM response where else a pure Garfield
framework would have taken too long. By extracting the outputs of this simulation ; the
(x, t) coordinates of the electrons below the third GEM foil we returned to the Garfield
framework for modeling the signal formation on a single and multiple electrodes.

Furthermore we confirmed the validity of our end results with experimental data
which gave us a preliminary proof of the power and efficiency of the hybrid simulation.
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Chapter 8

Gain measurements in a Triple
GEM

In this Chapter will generalize the gain study of a Single GEM to a Triple GEM.
Again the whole simulation part will be done using Garfield for the gain and transparency
computation for two different gas mixtures. Moreover we would like to confront those
results with real gain measurements that will be taken using a Triple GEM prototype.

8.1 Voltage divider

In the CMS Triple GEM detector the voltage of every electrode (drift electrode and
GEM copper layers) is applied through a voltage divider as shown in Figure 8.2. 1

Vi = hV · Ri

RDIV IDER + 0.3M⌦
(8.1)

By increasing the values for the high voltage hV the voltages across the GEM foils
along with the drift, transfer and inductance field are increasing See Figure 8.1.

8.1.1 Simulation results

In this work we chose to compute the effective gain of a Triple GEM detector from
the simulation of a single GEM detector using the formula 8.2. With this approach we
have first to compute the electric field in each gap, the potential difference in each GEM
foil and simulate the corresponding single-GEM effective gain Geff (i)

Geff = ·Geff (1) ·Geff (2) ·Geff (3) (8.2)

The computed effective gain values are plotted on Figure 8.3 as a function of the high
voltage.

1. This solution has been chosen by CMS instead of applying the voltages independently to each

electrode to minimize the number of cables and the number of power supplies.
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Figure 8.1: GEM foil voltage and gap field tables for the Triple GEM prototype

Figure 8.2: Tension divider inside the ULB triple GEM prototype 1

1. As we have already obtained for the Single-GEM, the gain increases exponentially
when applying a higher voltage.

2. Moreover the results show consistently that the gain is higher for the ArCO2 gas
than for the ArCO2CF4 mixture.

3. The trend stays exponential until reaching a plateau above a high voltage of 4.9
kV .
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Figure 8.3: total effective gain of a triple GEM detector with gap distances 3:2:2:2 mm as
a function of the high voltage. The gain is shown for two different gas mixtures ArCO2

70:30 and ArCO2CF4 45:15:40

The first two observations have already been discussed in Section 6.1.2. The third
observation can be understood qualitatively when referring to 6.1.2 where it has been
stated that for higher induction fields the extraction of electrons out of the GEM foil is
more efficient. Additionally a more intense drift field , the field lines are directed towards
the upper metal plates of the GEM foil, where as for lower drift field values this effect
diminishes and more electrons get injected into the GEM holes. Keeping this is mind ,
for high voltages above 4.9 kV the high extraction effect due to a higher induction field
is compensated by a decreasing injection effect due to a higher drift field.

8.2 Experimental setup

This section exposes the experimental study of a Triple GEM detector which will
help us to confront the previous simulated results with real measurements.

Figure 8.4 shows the the small Triple GEM prototype 10x10cm which will be used
for the following gain measurement study. The drift:transfer1:transfer2:induction gap
distances are 3:2:2:2 mm and a mixture of ArCO2 70:30 is used. In right upper corner and
left lower corner are plugged the gas input/output flow tubes. For the following studies
only 1-D readout is used. The connectors with each 128 channels for the readouts can bee
seen on Figure 8.4 next to the upper gas tube. The raw signal is first transmitted through
the connectors to a preamplifier and a shaper and finally readout on an oscilloscope.
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Figure 8.4: Photograph of the small Triple GEM prototype 10x10cm

8.2.1 Primary particle spectrum

The radioactive source at our disposal is a iron 55 source which emits photons in
the keV scale a spectrum peak at 5.9keV . The latter will enter the GEM and ionize an
argon atom, extracting an electron from an inner atomic orbital with energy Ee ⇠ 3keV .
The corresponding hole will be filled with an electron from an outer orbital which will
result in an emission of a � photon with E� = 2.9keV .

Figure 8.5 shows the Fe55 energy spectrum where the highest peak corresponds to
the 5.9keV and the other to the 3keV peak called the Argon escape peak. The first
represents the total energy of the 5.9keV photon deposited inside the detector. If the �
photon escapes the detector without interacting inside the gas, only the remaining 3keV
are absorbed and converted into an electric signal producing the escape peak.

8.2.2 Calibration

The energy deposited inside the detector is converted proportionally into an electric
signal seen on the readout electronics. The primary electrons are multiplied by a certain
gain factor G which we want to measure. Those multiplied electrons induce a signal on
the electrodes which is then sent to a series of preamplifier before being visualized on an
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Figure 8.5: Iron 55 energy spectrum with its peak emission at 5.9 keV and the argon
escape peak at ⇠ 3 keV [55]

oscilloscope.

Supposing that the readout electronics convert the induced current linearly to the
observed signal on the oscilloscope we can make the following calibration. By sending
a square electric impulse through a capacity into the amplification electronics of charge
Qinj = C · Vinj where Cis the capacitance and Vinj the voltage applied. A signal with
amplitude Vout is read out at the output of the amplifier which is proportional to the
injected charge Vinj ⇠ C · Vinj . By varying the voltage of the injected signal we are able
to retrieve a linear correlation between the injected and output signal. The peak of the
the output signal is chosen to be the peak value Vout

Figure 8.6 shows the calibration curve where we verify that the relation between the
input and output signal is linear. The input voltage is converted into the number of
electrons The coefficient of the slope � = 0.0004 can be extracted to retrieve the induced
charge on the readout electrodes.

8.2.3 Effective gain measurement

After calibration we are now able to compute the gain by simply identifying the
peak voltage V5.9keV induced by the 5.9 keV photon, readout on an oscilloscope. This is
repeated for different values of the high voltage. The gain can then be calculated by
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Figure 8.6: Calibration curve showing the voltage at the output of the preamplifier as a
function the injected number of electrons

G =
n5.9keV

nprim
=

V5.9keV

� · nprim
(8.3)

where n5.9keV is the number of electrons resulting from the avalanched primary elec-
trons nprim. The latter can easily be derived by applying the following equation [56]

nprim = E�

✓
%Ar

WAr
+

%CO2

WCO2

◆
(8.4)

where E� = 5.9 keV , %Ar and % are the proportions of the gas mixtures 0.7 and
0.3, W are are their corresponding ionization energies 26 eV and 34 eV listed in Section
3.2.2. We get following results shown on Figure 8.7. Red and blue points correspond to
the Garfield gain simulation results, red and violet correspond to the gain measurement
taken on the Triple GEM prototype. The first are measured using the method exposed
above while the second were taken at CERN using more precise calibration methods.

1. The simulated gain value are higher than the gain measurements taken on the
Triple GEM prototype

2. Measurements taken (at CERN) on the same prototype are consistent with the
Garfield simulation results but deviate below a high voltage of 4 kV
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Figure 8.7: Gain as a function of the high voltage applied on the Triple GEM. Garfield
simulation results for gas pressures of 1020 mbar (green) and 1013 mbar (blue) are shown.
Error bars are too small to be visible. Experimental results are shown for the Triple GEM
prototype (red) and measurement for the same prototype taken at CERN (violet).

3. An increased pressure seems to lower the gain by 10 % for the Garfield simulation.

8.3 Conclusions

This Chapter was dedicated to gain study of a Triple GEM detector where the gain
value were fist simulated for each GEM foil individually then multiplied together taken
into account the transparency for each foil. The results were then confronted with mea-
surements taken on a Triple GEM prototype and deviated by a factor of 70%. Infact
the experimental setup described in this Chapter was not precise enough since we used
a analogical readout on an oscilloscope. Nevertheless some measurements were taken on
the same prototype using a more precise calibration based on a digital readout. This
was done through the use of a Analog-to-Digital Converter (ADC) where the signal leav-
ing the amplifier electronics is converted into a digital signal. The outcome of these
measurements match the simulation values for high voltages above 4 kV .
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Conclusion
‘Go away! Last words are for
fools who haven’t said enough!”

Karl Marx

This work aimed at studying and characterizing a Triple GEM detector for the up-
grade of the CMS muon spectrometer and in particular to the understanding of its signal
formation on multiple anodes.

The LHC will run at luminosities beyond the planned 1034 cm�2 s�1, after the LS2
upgrade in 2019. For preparing the CMS experiment for the high particle fluxes and
background rates that will diminish the efficiency of the L1 Trigger and the muon identi-
fication region of the muon spectrometer, the CMS GEM collaboration has proposed the
Triple GEM technology to be instrumented in the forward region of the muon chambers.
This new detector will be inserted in the 1.6 < |⌘| < 2.1 region of the muon chambers
in the vacant space initially foreseen to host RPCs. Nowadays, the GEM technology has
been proved to sustain high rates of radiation as high as 10 MHz cm�2 without loosing
significant detection efficiency and yielding spatial resolution between 170 and 340 µm.

To better understand the functioning of the CMS Triple GEM detector we have
developed a parametrization of the response of the detector based on results obtained
with a 3-dimensional Monte Carlo simulation. In particular we have studied the signal
formation on the micro-strips anodes of the detector.

Firstly we started by studying some preliminary phenomena which included the sim-
ulation of the interaction of primary particles inside two different gas mixtures ArCO2

(70:30) and ArCO2CF4 (45:15:40) using Heed. We observed how the various primary
particles, muons, pions and proton interact losing a fraction of their energy inside those
gases, predicted by the Bethe curves. Moreover we computed the number of primary
electrons produced during the ionization process involving the primary particles and the
gas atoms.

Furthermore with the use of Magboltz we were able to simulate the transport and
diffusion properties of the charge in the gas. As a result we retrieved the drift velocities,
diffusion coefficients of the charges inside two gas mixtures ArCO2 (70:30), ArCO2CF4

(45:15:40) in the presence of a electric and magnetic field. We concluded that the choice
of these two gas mixtures along with the varying intensity of the electric field will affect
the response of the detector. The drift velocities of electrons inside ArCO2 are about 30
% lower for typical drift fields encountered in GEM detectors.

Later on we concentrated on the simulation of the avalanche inside the detector
where we had to generate the appropriate electric field maps depending on the values
of the GEM foil voltages and the gap fields. Using Garfield we showed that the latter
will strongly impact the multiplication process of the electrons, described by the gain
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and transparency of the GEM. Again the results were presented for the two gas mixtures
where we concluded that their choice will strongly affect the performance of the detector.
This was followed by the signal formation simulation of a Single GEM detector relying
purely on Garfield, a qualitative study for the modeling of the signals inside a Triple
GEM detector.

Having extracted all the necessary parameters in this 3-D Monte Carlo simulation;
the energy loss, the number of primary clusters, the diffusion and drift properties, trans-
parency and the gain of the GEM foils, we have to proceed with the hybrid simulation
of a Triple GEM detector. This simulation combined the previous parameters obtained
with Garfield and the parametrized simulation. This was a powerful and efficient way
to retrieve the electron cloud spatial and temporal distribution at the the end of the
third multiplication below the GEM foil. Similarly as for the Single GEM detector we
continued with the Garfield framework for modeling the formation of signals on a signal
and multiple electrodes. Moreover the results were confronted with experimental data
which gave us a first glimpse of the validity of our simulation. Moreover we concluded
that the signals lasted longer in a ArCO2 than in a ArCO2CF4 mixtures and that for
the first gas, the induced total charge was better distributed multiple electrodes.

The last Chapter concluded the study of the Triple GEM detector by a effective
gain and transparency simulation. This was done using Garfield by first computing
avalanches on each GEM foil separately and then combining the results to extract the
effective gain of a Triple GEM detector. Additionally those results were confronted
with measurements recorded with a Triple GEM detector in the setup recently built
in our laboratory. Our gain measurement is not in agreement by a factor of 50 %
with the simulation. However the simulation results are in very good agreement with
measurements performed at CERN with the same prototype. The Brussel’s setup being
completely new, we are still investigating a possible problem in the calibration procedure.

The presented results are also aimed to give a baseline for further studies regarding the
simulation of a Triple GEM detector. As we have shown in Chapter 5, the presence of the
magnetic field inside CMS in the muon chambers, has a non negligible effect on the drift
properties of the electrons inside the gas, especially transverse diffusion. The latter was
decreased due to the magnetic field and has not yet been integrated in the parametrized
simulation. Test beams will soon be made by the CMS collaboration on full-scale GEM
prototypes with magnetic fields to reproduce the CMS endcap environments.
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Appendix A

The following histograms have been generated with Heed and show the primary clus-
ter distribution for different primary particle e.g. muons, charged pions and protons at
different energies in two different gas mixtures ArCO2 70:30 and ArCO2CF4 45:15:40.
The length of the track has been simulated inside a gas volume along one coordinate
of total length 7 mm for a total of 1000000 events. The table below contains all the
extracted mean values for these distributions. If the distributions were normalized the
mean value would coincide with the most probable number of primary clusters produced.

µ+ /µ� ⇡ + /⇡�
E (GeV ) ArCO2 ArCO2CF4 E (GeV ) ArCO2 ArCO2CF4

1 20.97 27.94 1 20.37 27.15
5 25.03 32.88 2 21.99 29.2
10 26.03 34.03 5 24.39 32.17
15 26.33 34.39 8 25.38 33.28
20 26.47 34.57 10 25.72 33.66
100 26.78 34.89 50 26.66 34.78
500 26.82 34.93 100 26.76 34.88
1000 26.83 34.93 200 26.8 34.91

p+
E (GeV ) ArCO2 ArCO2CF4

1.5 25.78 34.4
2 21.25 28.39
3 19.66 26.22
4 19.61 26.16
5 19.86 26.47
8 20.73 27.63
10 21.25 28.32
50 25.26 33.14
100 26.13 34.17
200 26.52 34.62
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Figure 8.8: primary cluster distribution for muons along a 7 mm track for different
energies, produced inside two different gas mixtures ; top eight ArCO2 70:30 , lower
eight ArCO2CF4 45:15:40 102



Figure 8.9: primary cluster distribution for protons along a 7 mm track for different
energies, produced inside two different gas mixtures ; top eight ArCO2 70:30 , lower
eight ArCO2CF4 45:15:40 103



Figure 8.10: primary cluster distribution for charged pions along a 7 mm track for
different energies, produced inside two different gas mixtures ; top eight ArCO2 70:30 ,
lower eight ArCO2CF4 45:15:40 104



Appendix B

The following transparency and effective gain tables for two different gas mixtures
are obtained using Garfield where the values for T and Geff have been extracted by
averaging the single electron response over 1000 simulated events.

ArCO2

70:30 E (kV/cm) gap (mm) E (kV/cm) gap (mm) E (kV/cm) (mm)
Drift 3.0 3 3.5 1 3.5 2
Induction 3.5 1 3.5 2 5.0 1
VGEM (V) T Geff T Geff T Geff

300 0.526 7.629 0.463 7.412 0.483 7.056
325 0.611 12.755 0.551 11.831 0.564 11.904
350 0.706 21.871 0.599 19.127 0.674 21.976
375 0.756 38.163 0.671 33.042 0.702 34.595
400 0.819 64.783 0.730 60.805 0.745 62.276
425 0.845 108.903 0.766 100.400 0.775 107.726
450 0.883 204.990 0.820 196.520 0.830 193.190

ArCO2CF4

45:15:40 E (kV/cm) gap (mm) E (kV/cm) gap (mm) E (kV/cm) (mm)
Drift 3.0 3 3.5 1 3.5 2
Induction 3.5 1 3.5 2 5.0 1
VGEM (V) T Geff T Geff T Geff

300 0.440 1.865 0.427 1.857 0.457 2.020
325 0.565 2.991 0.512 2.785 0.589 3.343
350 0.665 5.152 0.665 5.152 0.672 5.199
375 0.730 7.718 0.741 7.685 0.716 8.382
400 0.780 12.170 0.754 12.601 0.781 13.304
425 0.791 21.017 0.815 20.756 0.797 22.789
450 0.845 33.985 0.836 33.849 0.805 39.948
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The single electron response distribution follows a decreasing exponential distribu-
tion where the mean value represents the absolute gain. The error committed on this
estimation assuming N = 1000 independent events for a decreasing exponential distri-
bution equals �2

p
N

where �2 is the variance and coincides with the mean for this kind of
distribution. Hence the error associated with the above results are of the order of 3.16 %
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Appendix C

The following transparency and effective gain tables for two different gas mixtures
are obtained using Garfield where the values for T and Geff have been extracted by
averaging the single electron response over 1000 simulated events.

The voltages accross the respective GEM foils and with the drift/transfer1/transfer2/inductance
gap fields resulting from the high voltage divider are shown below.

Figure 8.11: Effective gain table for the Triple GEM prototype simulated with Garfield.
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Appendix C

The errors for the gain measurements taken with the Triple GEM prototype depend
on the calibration error and the read out of the output voltage V5.9keV on the oscilloscope.
The deviation has been chosen to be Gaussian.

�G =

s✓
�G

�V
·�V

◆2

+

✓
�G

��
·��

◆2

(8.5)
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