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Abstract

The High Granularity Calorimeter (HGCAL) is a groundbreaking upgrade to the Compact Muon Solenoid
(CMS) detector for the High Luminosity Large Hadron Collider (HL-LHC). It is designed to operate
under extreme conditions of high radiation, particle flux, and unprecedented pileup densities. This thesis
presents the comprehensive development, optimisation, and validation of the front-end readout electronics
for HGCAL, with a primary focus on the Hexaboards, which are complex multilayer printed circuit boards
that serve as the readout board for the silicon sensor modules.

The research undertaken in this work encompasses the full design cycle of the Low-Density (LD) and
High-Density (HD) Hexaboards, from conceptualization to iterative prototyping, performance optimisa-
tion, and system validation. A systematic approach incorporating front-end electronics simulations and
experimental testing enabled significant improvements in electronic stability, signal integrity, and noise
suppression. Through successive iterations, the electronics noise was reduced from approximately 40
ADC units to 1.5 ADC units (∼1900 electrons for a 47pF detector capacitance), a reduction of more
than 10-fold—while the signal-to-noise ratio (S/N) improved by a factor of 10. Consequently, the per-
formance met the stringent requirements outlined in the HGCAL Technical Design Report (TDR). Beam
tests conducted at CERN’s Super Proton Synchrotron (SPS) validated the performance of the silicon
Hex-Module and, by extension, confirmed that the Hexaboard design meets stringent specifications. The
results demonstrate exceptional reliability and precise charge and timing resolution.

In parallel, this thesis explores the timing performance of HGCAL’s silicon modules through the
development of a laser-based test system, enabling precise charge injection and high-resolution time-
of-arrival (TOA) measurements. The timing studies, incorporating variations in temperature, electronic
jitter, and time-walk effects, informed key calibrations necessary for optimising event reconstruction in
the high-luminosity regime. Integration of these timing parameters into HGCAL physics simulations
further assessed their impact on neutral hadron and photon reconstruction efficiency, ensuring robust
pileup mitigation strategies.

This work establishes a validated, high-performance readout system for HGCAL, ensuring its readi-
ness for large-scale production and integration into CMS. The methodologies and optimisations devel-
oped herein will support high-precision calorimetry and data integrity in the HL-LHC era, reinforcing the
CMS detector’s capability for advanced physics analyses in the forthcoming decade.

The thesis is structured as follows: Chapter 1 introduces the LHC and HL-LHC, outlining the CMS
experiment and the limitations of its current detector. It establishes the need for an upgraded endcap
calorimeter for Phase II operations, presenting the HGCAL as the optimal solution for HL-LHC condi-
tions. Chapter 2 motivates the HGCAL upgrade and follows a top-down approach to justify its design. It
defines the calorimeter structure, explains the necessity of high granularity, and outlines key technologi-
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cal choices addressing performance requirements. The chapter systematically answers the many ‘whys’
behind HGCAL’s implementation and concludes with its impact on CMS physics. Chapter 3 focuses on
the readout electronics, detailing the HGCROC ASIC as the front-end chip responsible for charge mea-
surement, timing precision, and data processing. Chapter 4 explores the challenges in silicon readout
Hexaboard design, and defines a design strategy for addressing these challenges. It concludes with an
analysis of different Hexaboard variants and their on-cassette powering and control schemes. Chapter
5 validates Hexaboard designs across multiple iterations. Performance is assessed through noise stud-
ies, pedestal stability, and a comparative analysis of intrinsic and coherent noise, establishing the final
optimized design for stable HGCAL operation. Chapter 6, the final chapter, evaluates silicon module
performance using beam tests and laser-based characterization, assessing its response to MIP signals and
timing resolution. The results confirm overall detector performance, ensuring compliance with HL-LHC
requirements.

This thesis comprehensively documents the development, optimization, and validation of the CMS
HGCAL readout system, providing a foundation for its deployment in the HL-LHC era.
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Chapter 1
Introduction to CMS Phase-II
Upgrades

1.1 Introduction

This chapter provides a comprehensive overview of the Compact Muon Solenoid (CMS) Phase-II up-
grades, which are essential for adapting the detector systems to the challenging operational conditions
of the High-Luminosity Large Hadron Collider (HL-LHC). The HL-LHC is designed to deliver unprece-
dented levels of luminosity, resulting in higher collision rates, increased particle interactions (pileup),
and elevated radiation levels. These advancements and challenges, while promising for exploring new
physics, impose significant demands on the CMS detector. To maintain its performance and ensure preci-
sion in physics analyses, extensive upgrades across its subsystems are planned. The chapter begins with
an introduction to the Large Hadron Collider (LHC), including its operation, design, and key parameters
that form the foundation of its physics goals (Section 1.2). The subsequent sections delve into the physics
motivation behind the LHC, particularly focusing on the exploration of the Standard Model (SM), the
discovery of the Higgs boson (Section 1.3). The discussion then transitions to the HL-LHC project, out-
lining the motivation for its upgrades, the anticipated challenges, and the enhancements to its capabilities
(Section 1.4). This section highlights the increased luminosity and pileup levels that necessitate a new
phase of detector upgrades. A detailed description of the CMS detector and its subsystems is presented
in Section 1.5. This includes a breakdown of its key components, such as the tracker, calorimeters, super-
conducting solenoid, and muon system, which work in unison to identify and measure particles resulting
from collisions. Special attention is given to the calorimeter system, as it plays a central role in detecting
photons, electrons, and jets. An overview of the forecasted challenges for Phase-II operations, along
with the corresponding planned upgrades to the CMS sub-detectors, is presented in sections 1.6 and 1.7
respectively. These upgrades aim to improve the detector’s precision, radiation resilience, and capacity
to manage high pileup conditions, ensuring that the CMS experiment continues to lead advancements
in high-energy physics research. Finally, the chapter concludes by discussing the challenges posed by
the HL-LHC to the CMS endcap calorimeter systems in Section 1.8, with an emphasis on the effects of
radiation damage, high pileup, and increased data rates. These challenges significantly impact the per-
formance of the calorimeter system, particularly in the endcap regions, necessitating its replacement with
the HGCAL. By providing a structured overview of the LHC, CMS detector, and the challenges of Phase
II, this chapter sets the stage for understanding the role of the HGCAL and its contributions to future
physics analyses at the HL-LHC.
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1.2 Introduction to LHC

The Large Hadron Collider (LHC), the world’s most powerful particle accelerator, is located at the Eu-
ropean Organisation for Nuclear Research (CERN). It explores the fundamental components of matter
and their interactions by colliding high-energy proton pairs. Designed with a center-of-mass energy of√

s = 14TeV and an instantaneous luminosity of L = 1034 cm−2 s−1, the LHC enables the study of phe-
nomena under conditions akin to those prevailing approximately 10−12 seconds after the Big Bang. These
high-energy collisions generate energy densities comparable to those during this early phase of the uni-
verse’s evolution. The LHC also conducts specialized experiments using heavy-ion collisions, facilitating
deeper insights into the quark-gluon plasma state of matter. More details about the LHC’s engineering
and physics can be found in the technical design reports [31–34].

The primary objective of the LHC was to confirm the existence of the Higgs boson and its scope
extends far beyond this. The LHC’s ongoing mission is to characterize the Higgs boson in unprecedented
detail, study its rare processes, and uncover potential deviations from Standard Model (SM) predictions.
Additionally, the LHC explores phenomena that the SM cannot fully explain, such as the nature of dark
matter, the matter-antimatter asymmetry in the universe, and the possibility of extra dimensions [35].

The LHC is a ring collider with a circumference of ∼ 27km, comprising eight straight sections and
eight arcs. Located approximately 100m underground, it occupies the tunnel previously used by its
predecessor, the Large Electron-Positron Collider (LEP) [36]. The CERN accelerator complex, including
all beamline stages, is illustrated in figure 1.1. To maintain the quality of the beams by minimizing
interactions between proton beams and residual gas molecules, the LHC maintains an ultrahigh vacuum
of approximately 10−13 bar within its beam pipes.

The beams are guided by 1,232 superconducting dipole magnets, each 15m long, which generate
intense magnetic fields of up to 8.3T. These fields are produced by electric currents of 11.8kA passing
through superconducting coils made of Niobium-Titanium (NbTi), which are maintained at a cryogenic
temperature of 1.9K. In addition, 392 quadrupole magnets focus the particle beams, ensuring they remain
focused as they traverse the accelerator. Constrained by the tunnel’s 3.7m width, engineers devised an
innovative twin-bore magnet scheme, integrating two sets of coils and beam pipes into a single structure.
This design maximizes space utilization and enhances operational efficiency, exemplifying the LHC’s
innovative approach to scientific discovery [37, 38].

Operation

Proton acceleration at the LHC begins with compressed hydrogen stored in a small container. Hydrogen
atoms are injected into LINAC-2, a linear accelerator, where a high electric field ionizes the atoms,
removing electrons to produce proton packets. These protons, initially traveling at one-third the speed of
light, advance through a series of increasingly sophisticated acceleration stages.

The Proton Synchrotron Booster (PSB) is the first stop, dividing proton packets into bunches dis-
tributed across four rings for initial acceleration. Subsequently, the protons enter the Proton Synchrotron
(PS), a 628m circular accelerator where they reach speeds exceeding 99.9% of the speed of light and
gain up to 25GeV of energy. These accelerated protons are transferred to the Super Proton Synchrotron
(SPS) [39], a ring of approximately 7km in circumference, where their energy is further increased to
450GeV. From the SPS, protons are injected into the LHC’s twin vacuum rings, circulating in opposite
directions. At collision points, synchronized proton beams collide with a combined energy of 14TeV
(TeV), twice the energy of the individual beams.

The acceleration process is highly efficient, taking approximately 30min to prepare and inject 2808
proton bunches into the LHC. Proton bunches are spaced 7.5m apart, corresponding to a time interval of
25ns between bunches, allowing for the maximum number of bunches per beam. Superconducting mag-
nets, powered by currents of 12kA, guide and confine the beams in their high-speed orbits. Acceleration
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Figure 1.1: CERN Accelerator Complex, adapted from [1].

is achieved through eight radio-frequency cavities per beam, operating at a frequency of 40.079MHz,
with each cavity imparting an additional 2MeV of kinetic energy to individual protons.

Maintaining beam stability and focus along the LHC’s 27km circumference relies on a complex
system of superconducting magnets. Dipole magnets provide beam steering, while quadrupole magnets
ensure transverse focusing. To counteract longitudinal momentum spread, specialized magnets such as
sextupole, octupole, and decapole magnets are strategically placed along the beamline.

Following full acceleration, proton beams are directed to collide at four designated interaction points,
each equipped with a specialized detector system. Two of them, ATLAS (A Toroidal LHC Appara-
tus) [40] and CMS (Compact Muon Solenoid) [11], serve as general-purpose experiments, capable of
observing a wide range of particle interactions. The remaining two detectors are more specialized: LHC
b (Large Hadron Collider beauty) [41], focuses on the properties and decays of particles containing bot-
tom quarks, contributing to the understanding of matter-antimatter asymmetry. ALICE (A Large Ion
Collider Experiment) [42], is dedicated to studying heavy-ion collisions and exploring the quark-gluon
plasma (QGP), a state of matter prevalent in the early universe.

Important beam parameters

Instantaneous luminosity: The instantaneous luminosity L determines the event rate per unit time, dN
dt ,

for a process with a given cross section σ , is expressed as:

dN
dt

= Lσ . (1.1)
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where σ is the cross section, which indicates the area of an incoming particle available for collision
and hence shows its collision probability and is measured in unit of area “barn” (= 10−24 cm2). The
instantaneous luminosity is measured in cm−2s−1. Its design value for LHC is L = 1034 cm−2s−1.
Instegral luminosity: The integrated luminosity Lint representing the total data recorded over a specific
period, typically a year, and is expressed as:

Lint =
∫

Ldt, (1.2)

where L is the instantaneous luminosity. The integrated luminosity is commonly measured in inverse
femtobarns (fb−1) or inverse picobarns (pb−1), and it serves as a key parameter for evaluating the perfor-
mance of a particle collider and the amount of data collected for physics analyses.
Figure 1.2 presents the cumulative integrated luminosity recorded by the CMS experiment from 2010
to 2024 at various center-of-mass energies. The plot emphasizes the annual progress in data collection,
showcasing significant contributions from the distinct operational phases of the LHC, known as Runs.

The operational timeline of the LHC is divided into periods called Runs, during which the machine
operates continuously to collect data. The first operational phase, Run 1 (2010–2012), marked the initial
operation of the LHC, achieving center-of-mass energies of up to 8 TeV. This was followed by Long
Shutdown 1 (LS1, 2013–2014), during which significant maintenance and upgrades were conducted.
Run 2 (2015–2018) introduced an increased center-of-mass energy of 13 TeV and substantial improve-
ments in beam intensity and stability, resulting in a marked rise in integrated luminosity. Following Long
Shutdown 2 (LS2, 2019–2021), Run 3 commenced in 2022, further enhancing LHC performance with
accelerator and detector upgrades that enabled higher collision rates and improved data collection effi-
ciency at a center-of-mass energy of 13.6 TeV. The next phase, Long Shutdown 3 (LS3), scheduled to
begin in June 2026, will see the implementation of the Phase-II upgrade. This upgrade is essential for
the transition to the High Luminosity LHC (HL-LHC), aiming to significantly enhance luminosity and
improve detector performance to meet the challenges of high-radiation and high-pileup environments.

Figure 1.2: Cumulative integrated luminosity recorded by the CMS experiment from 2010 to 2024 at
different center-of-mass energies. The plot highlights yearly progress in luminosity, with milestones
achieved in key data-taking periods, adapted from [2].

The instantaneous luminosity can be calculated from the beam parameters as follows:

L =
Npnb frevγr

4πεnβ ∗ F, (1.3)
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where Np is the number of particles per bunch, nb is the number of bunches, frev is the revolution fre-
quency, γr is the relativistic gamma factor, εn represents the beam emittance, β ∗ is the beta parameter
related to the magnet focusing power at the interaction point, and F accounts for the reduction in lumi-
nosity due to the beams’ crossing angle θc and the transverse and longitudinal RMS bunch sizes (σxy and
σz) and given by:

F =

√
1+
(

θcσz

2σxy

)2

. (1.4)

The detailed derivation and explanation of the Luminosity can be found in reference [43]. A summary of
all operating parameters of LHC can be found in the table 1.1

Parameter Meaning Nominal value√
s Center-of-mass energy 14 TeV

∆t Bunch separation 25 ns
nb Number of bunches 2808
Np Number of protons per bunches 1.15 ·1011

frev Revolution frequency 11245 Hz
σz Transverse bunch r.m.s. at the IP 16.7 µm
σxy Longitudinal bunch r.m.s. 7.55 cm
β ⋆ Beta function at the IP 0.55 m
θc Crossing angle at the IP 285 µrad
εn Transverse emmittance 3.75 µm

Table 1.1: Nominal parameters of the LHC in proton-proton collisions.
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Figure 1.3: Pileup distribution at CMS from 2010 to 2023, showing the increase in average pileup rates
(⟨PU⟩) with rising luminosity and center-of-mass energies. The maximum pileup of 52 interactions per
bunch crossing was observed during Run 3 at 13.6TeV, adapted from [2].

Pileup: The average number of interactions per bunch crossing, referred to as pileup, is a critical param-



6 CHAPTER 1. INTRODUCTION TO CMS PHASE-II UPGRADES

eter for LHC experiments and is given by the formula:

⟨PU⟩= Lσinel

nb frev
, (1.5)

where L is the instantaneous luminosity, σinel is the inelastic proton-proton (pp) cross-section, nb is the
number of bunches, and frev is the revolution frequency. The LHC was designed for a pileup rate of 22 in-
teractions per bunch crossing under nominal conditions. However, as shown in figure 1.3, upgrades to the
accelerator and beam, including increased proton bunch intensity and luminosity, have raised the pileup
rate. During Run 3, it averaged 52 interactions per bunch crossing, due to operational advancements that
enhanced luminosity and data collection capabilities, though these changes also introduced challenges in
managing increased background noise and event reconstruction.

1.3 The Standard Model
The Standard Model (SM) of particle physics is a theoretical framework that explains the fundamental
particles and their interactions, excluding gravity. This model is akin to the periodic table for chemistry
in that it categorises and describes the basic constituents of matter. Over a century of scientific inquiry
led to the identification and discovery of all particles predicted by the SM. The electron was the first to
be discovered by J.J. Thomson in 1897 [44], and the most recent, the Higgs boson, was observed in 2012
at CERN by the ATLAS and CMS collaborations [45, 46].

The content of SM is outlined in figure 1.4. The SM categorises elementary particles based on their
spin, a type of intrinsic angular momentum. Particles are divided into two groups:

Fermions: Fermions, which have half-integer spin, make up matter and antimatter. These particles
includes:

• Six quarks: up, down, charm, strange, top, bottom.

• Six leptons: electron (e), muon (µ), tau (τ), and their corresponding neutrinos: electron-neutrino,
muon-neutrino, and tau-neutrino.

These fermions have three generations, with each successive generation being more massive but similar
in behaviour to the first, which includes the up and down quarks and the electron and electron-neutrino
that are fundamental to the composition of everyday matter.

Bosons: Bosons have integer spin and are responsible for mediating forces between particles:

• The photon mediates the electromagnetic force.

• The gluon carries the strong force.

• The W and Z bosons are mediater for the weak force.

At high energies, the electromagnetic and weak forces merge into a single electroweak force, demon-
strating the unification of these interactions under certain conditions. The detail of SM is given in refer-
ence [47].

1.3.1 The Higgs Boson at the LHC
On July 4, 2012, the CMS and ATLAS Collaborations announced the discovery of a new boson with spin-
0 and a mass of approximately 125GeV [45,46], now known as the Higgs boson. This particle, predicted
in 1964 [48], resolved a crucial question in the SM of particle physics: how fundamental particles acquire
mass. The discovery, based on proton-proton collision data from LHC Run 1 (2011–2012), confirmed
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Figure 1.4: Standard Model of particle Physics, image taken from [3]

the existence of this scalar boson. The invariant mass distributions reconstructed in CMS detector for
the H → γγ and H → ZZ∗ → 4ℓ decay channels are shown in figure 1.5. These two channels, known as
golden channels, mainly used for higg discovery by both CMS and ATLAS and are senstive due to their
excellent mass resolution and low background contamination.
Higgs Boson Production Mechanisms: The Higgs boson can be produced through several mechanisms,
illustrated in figure 1.6. Gluon-gluon fusion (ggH) is the dominant production mode across all center-
of-mass energies (

√
s). Vector boson fusion (VBF), involving the exchange of W or Z bosons between

quarks, is distinguished by two high-energy jets widely separated in pseudorapidity. This geometry makes
the CMS endcap calorimeters vital for detecting such jets, enabling effective event reconstruction. Other
processes include associated production with vector bosons (VH), top quarks (ttH), and bottom quarks
(bbH), which, while less common, are significant for targeted studies.

Decay Modes: The Higgs boson decays into various SM particles, with branching ratios dependent
on the decay channel, as summarized in Table 1.2. While H → bb̄ has the highest branching ratio (58.2%),
its use is hindered by significant background noise from Quantum Chromodynamics (QCD) processes.
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Figure 1.5: (Left) Diphoton invariant mass distribution (mγγ ) for H → γγ events recorded by CMS at√
s = 7TeV and 8TeV, weighted by the signal-to-background ratio. The expected signal and back-

ground components are overlaid. (Right) Four-lepton invariant mass distribution (M4ℓ) for H → ZZ∗ →
4ℓ candidates, showing a distinct peak at 125GeV. Background contributions include irreducible ZZ
and reducible processes such as Zγ∗ and Z +X , adapted from [4].

Figure 1.6: (Left) Higgs boson production cross sections as a function of the center-of-mass energy
√

s,
illustrating the dominance of gluon-gluon fusion (ggH) across the energy range. (Right) Feynman dia-
grams corresponding to the primary Higgs boson production mechanisms: (a) gluon-gluon fusion (ggH)
(b) vector boson fusion (VBF), (c) associated production with a vector boson (VH), (d) associated pro-
duction with a top-quark pair (ttH), (e) single top-associated production (tH), and (f) production in asso-
ciation with bottom quarks (bbH), adopted from [5].

In contrast, the H → γγ and H → ZZ∗ → 4ℓ channels, despite their lower branching ratios, are crucial for
Higgs boson studies due to their superior mass resolution, making them the primary ‘golden channels’ in
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the discovery and analysis of the Higgs boson.
The constituents of these golden decays, photons and leptons are detected with high precision us-

ing the electromagnetic calorimeter (ECAL). The endcap ECAL, in particular, is vital for capturing
high-energy photons and electrons, especially those originating from decays in the forward region. Fur-
thermore, the reconstruction of jets in the vector boson fusion (VBF) process, characterized by widely
separated jets in pseudorapidity, relies heavily on the combined performance of the endcap ECAL and
hadronic calorimeter (HCAL). These features underscore the critical role of the endcap calorimeters in
Higgs boson physics, enabling detailed analyses of its production and decay mechanisms.

Poor Mass Resolution Channels Good Mass Resolution Channels
Decay Mode BR (%) Decay Mode BR (%)
H → bb̄ 58.2 H → ZZ∗ 2.6
H →WW ∗ 21.4 H → γγ 0.23
H → gg 8.2 H → Zγ 0.15
H → τ+τ− 6.3 H → µ+µ− 0.02

Table 1.2: Summary of Higgs boson decay modes (branching fractions and resolutions) for a 125GeV
mass in the SM, adopted from [49].

The discovery of the Higgs boson marked a historic achievement in physics, confirming the mecha-
nism through which particles acquire mass within the SM. However, this discovery is not the conclusion
but rather the beginning of a deeper exploration into the properties of this fundamental particle. To pre-
cisely characterize the Higgs boson’s couplings, study its rare production and decay processes, and search
for possible deviations from SM predictions, a significantly larger dataset and more robust detection sys-
tems are required. To achieve the required statistical precision and broaden the discovery potential for
physics beyond the Standard Model (BSM), the LHC will undergo a major upgrade to enter its next
operational phase: the High-Luminosity LHC (HL-LHC).
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1.4 Introduction to HL-LHC
Despite the remarkable achievements of the LHC, numerous intriguing questions still linger, including
the enigma of dark matter and the perplexing disparity between matter and antimatter. In order to tackle
these inquiries, CERN has decided to expand the LHC’s physics program by implementing substantial
upgrades, which will result in the creation of the High-Luminosity LHC (HL-LHC) project. The HL-LHC
will operate after the current LHC Run3 with the goal of increasing the luminosity of the collider by a
factor of 10 beyond the design value, to collect an integrated luminosity of up to 3000 fb−1 over about
ten years of operation. This substantial increase in luminosity will allow physicists to collect more data,
provides more statistics that will lead to more precise measurements and a greater potential to observe
rare processes that are beyond the reach of the current LHC [50].
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Figure 1.7: Timeline of LHC and HL-LHC Plans. This timeline highlights key phases and milestones
from Run 1 to HL-LHC operations, including energy levels, luminosity achievements, and major up-
grades during Long Shutdowns (LS1, LS2, LS3). The phases of design, prototyping, construction, in-
stallation, and physics operation are also shown [6].

The timeline of the HL-LHC upgrades and operational parameters is depicted in figure 1.7. The
current LHC operation is set to conclude at the end of Run 3, achieving an integrated luminosity of
450fb−1. The installation of the HL-LHC upgrades will take place during LS3. At the HL-LHC, a
nominal instantaneous luminosity of L = 5 · 1034 cm−2 s−1 is anticipated, corresponding to five times
the LHC design value. With 160 days of physics operation per year and a physics efficiency of 50%, it
is possible to collect 250fb−1 of integrated luminosity annually, reaching a total of 3000fb−1 by 2040.
An overview of LHC parameters across different phase is give in table 1.3 [49]. More details about the
HL-LHC operation and updates can be find out in references [49–51].
Motivation for HL-LHC Upgrades: The HL-LHC project has the goal of boosting the LHC’s capabil-
ities by greatly increasing its luminosity, which is a measure of the number of collisions occurring per
second. With increased luminosity, scientists will have the opportunity to gather a greater amount of data,
resulting in enhanced measurement accuracy and a higher likelihood of uncovering rare phenomena and
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Parameter Design Run-1 Run-2 Run-3 HL-LHC
Energy [TeV] 14 7/8 13 14 14
Bunch spacing [ns] 25 50 25 25 25
Bunch Intensity

[
1011ppb

]
1.15 1.6 1.2 up to 1.8 2.2

Number of bunches 2800 1400 2500 2800 2800
Emittance [µm] 3.5 2.2 2.2 2.5 2.5
Crossing angle [µrad] 285 - 300 → 260 300 → 260 TBD
Peak luminosity

[
1034 cm−2 s−1

]
1.0 0.8 2.0 2.0 5.0

Integrated luminosity
[
fb−1] 40 30 160 300 3000

Peak pileup 25 45 60 55 150

Table 1.3: Overview of key accelerator parameters for the LHC, including the design specifications and
values utilized during Run-1 and Run-2, as well as the projected parameters for Run-3 and the HL-LHC
shown in [49].

particles. This will achieved through a concentrated effort to study the Higgs boson in great detail and to
delve into physics that goes BSM. This entails the exploration of novel particles or interactions that may
shed light on unexplained phenomena, including dark matter and the matter-antimatter asymmetry. The
project also involves the integration of cutting-edge technologies such as state-of-the-art superconducting
magnets, highly accurate timing detectors, and enhanced tracking and calorimetric systems capable of
managing increased collision rates and radiation levels. Notable improvements to the ATLAS and CMS
detectors, such as upgraded calorimeters and timing detectors, are set to enhance performance in the de-
manding conditions of the HL-LHC [14, 49, 50].

HL-LHC challenges: The High luminosity presents a number of notable challenges:

1. Pile-up: With higher luminosities, there is a significant increase in the number of interactions
per bunch-crossing, going from the current range of 20-40 to approximately 140-200. Isolating
and analyzing individual events becomes quite challenging in this scenario. State-of-the-art data
processing algorithms and cutting-edge detector technologies are essential to handle this level of
complexity and guarantee precise event reconstruction.

2. Harsh radiation environment: The higher frequency of collisions leads to a more intense radia-
tion environment. Over time, the performance of detectors and other critical components may be
negatively affected by higher radiation levels. As a result, it is necessary to enhance the durabil-
ity and dependability of the LHC’s detectors by developing radiation-tolerant materials and designs.

Upgrades for the LHC: In order to accomplish the objectives of the HL-LHC, there are several signifi-
cant upgrades that are being planned for the LHC itself [50], are given below:

1. Installation of new niobium-tin superconducting quadrupole magnets: The β* parameter at the
interaction points (IPs) will undergo a significant reduction in order to enhance luminosity. To
achieve this reduction, the installation of new, wide-aperture inner triplet magnets is necessary.
These magnets will use niobium-tin (Nb3Sn) superconductors, which offer higher magnetic fields
and improved radiation resistance compared to the previously employed niobium-titanium (NbTi)
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magnets. It is important to have a higher field strength in order to achieve tighter beam focusing at
the collision points.

2. Crab cavities: Compact superconducting cavities, also referred to as ‘crab cavities,’ are utilized to
rotate the proton bunches prior to collision. This modification decreases the crossing angle of the
beams, resulting in a larger overlap area and improved luminosity [52, 53].

3. Injectors upgrades: Significant upgrades underwent for the injector systems during LS2, with the
aim of delivering high-intensity beams to the LHC. These upgrades targeted all stages of the in-
jector complex—from Linac4 through the PS Booster, Proton Synchrotron (PS), and Super Proton
Synchrotron (SPS). The objective was to deliver beams with enhanced brightness and higher bunch
intensities, while preserving transverse emittance, thereby enabling the LHC to operate at signifi-
cantly elevated luminosity levels [54].

Improvements to the Experiments: Significant upgrades are being made to the experiments for
the HL-LHC operation, specifically the ATLAS and CMS detectors, in order to effectively handle the
increased luminosity and radiation levels. The required upgrade for CMS will be discussed in section 1.7.

1.5 Compact Muon Solenoid Detector (CMS) Detector
The Compact Muon Solenoid (CMS) is a general-purpose detector at the LHC, situated approximately
100 meters underground in Cessy, France, near Geneva. The CMS experiment investigates proton-proton
and Pb-Pb collisions at center-of-mass energies of 14 TeV (pp) and 5.5 TeV (Pb-Pb), with respective
luminosity levels reaching 1034cm−2s−1 and 1027cm−2s−1. These energy scales enable precision studies
of SM physics, particularly the properties of the Higgs boson, and allow the search for new physics
phenomena.

The detector is designed to reconstruct and measure all stable particles emerging from high-energy
interactions. These include hadrons (protons, neutrons, kaons, pions), leptons (electrons, muons and
taus), and photons, while neutrinos are inferred indirectly through missing transverse energy (MET)
calculations. Precise measurements of momentum, energy, charge, and vertex position are essential for
distinguishing between signals originating from the primary interaction vertex and those arising from
pile-up events.

The CMS detector adopts a layered, onion-like geometry, optimized to provide hermetic coverage
with an almost 4π solid angle acceptance. Its cylindrical structure, with a 15-meter diameter and a
21.5-meter length, is one of the most compact yet dense detectors in the LHC experiments, weighing
approximately 12,500 tonnes. A detailed illustration of the CMS detector and its key subsystems is
presented in figure 1.8.

At its core, CMS houses a superconducting solenoid, generating a 3.8 T magnetic field, one of the
strongest ever deployed in a collider experiment. This field enables the precise curvature of charged
particle trajectories, allowing momentum determination with high accuracy. The field is contained within
a 12,500-tonne steel return yoke, which also serves as the structural framework and integrates the muon
detection system.

Encircling the beamline, the tracking system consists of silicon pixel and microstrip detectors, which
provide fine-grained spatial resolution for vertex reconstruction and momentum measurements. Beyond
the tracker, the electromagnetic calorimeter (ECAL), composed of lead tungstate (PbWO4) crystals, facil-
itates high-resolution energy measurements of electrons and photons. The hadronic calorimeter (HCAL),
constructed using brass and plastic scintillators, ensures efficient containment of hadronic showers and
contributes to jet energy measurements and MET calculations. The muon system, embedded within the
return yoke, incorporates drift tubes, cathode strip chambers, and resistive plate chambers, forming a
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Figure 1.8: An overview of the CMS detector and its subsystems [7].

Figure 1.9: CMS slice view [8].
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multi-layered detection scheme that ensures robust muon identification, a crucial feature in many physics
analyses, including Higgs boson decays and beyond-SM searches.

A functional overview of the CMS detector can be understood through its cross-sectional represen-
tation, shown in figure 1.9. This schematic illustrates how different particles interact with various sub-
detectors as they traverse the CMS detector. Charged particles, such as electrons and charged hadrons,
first pass through the silicon tracking system, where their trajectories are measured. The bending of these
tracks under the influence of the magnetic field enables precise momentum reconstruction. Electrons and
photons then deposit their energy in the ECAL, while hadrons primarily interact within the HCAL. Neu-
tral particles, such as neutrons, are detected through their interactions in the HCAL. Muons, on the other
hand, penetrate all detector layers, leaving signals in the muon chambers located within the return yoke.
This layered approach allows CMS to achieve a comprehensive reconstruction of high-energy collision
events, ensuring precise measurements of all fundamental particle signaturess [11].

The subsequent subsections present a brief discussion about the CMS coordinate system, followed
by an overview of the major sub-detector system, highlighting their design, operational principles, and
contributions to high-energy physics analyses.

1.5.1 Coordinate system

Figure 1.10 depicts the coordinate system utilized by the CMS and ATLAS detectors. It is a right-handed
coordinate system, where the origin is at the interaction points (IP), the x-axis is directed towards the
LHC ring center, the y-axis is in an upward direction, and the z-axis is along the beam line. Given the
detector’s cylindrical structure, a polar coordinate system is also used. The azimuthal angle φ is defined as
the angle in the transverse (x-y) plane relative to the z-axis, while r presenting the radial coordinate. The
detector’s segmentation in the r-z plane is determined by the concept of rapidity. Rapidity is a measure
of a particle’s energy and momentum along the beam axis, represented by E and pz respectively.

Figure 1.10: Diagram illustrating the CMS coordinate systems [9].

Y = 0.5ln
(

E + pz

E − pz

)
. (1.6)
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Figure 1.11: Diagram illustrating the relationship between pseudorapidity (η) and the polar angle (θ )
for various values of θ [9].

The rapidity for ultra-relativistic (m/E ≪ 1) particles simplifies to pseudo rapidity and is given as:

η =
1
2

ln
(

p+ pz

p− pz

)
=− ln tan

(
θ

2

)
. (1.7)

The η values vary from 0 at θ = π

2 to ±∞ at θ = 0(π), as shown in figure 1.11. The spatial separation
between two particles is expressed, in a Lorentz boost-invariant frame, as a function of their angular
distance as:

∆R =
√

(∆η)2 +(∆φ)2.

where θ represents the polar angle in relation to the beam axis [50].

1.5.2 CMS Subdetector Systems
The CMS detector is composed of multiple subsystems, each designed for specific detection and mea-
surement functions, as illustrated in figure 1.8. A cross-sectional view highlighting the arrangement of
these sub-detectors is presented in figure 1.9. The detailed description of these sub-detector systems is
provided below:

The CMS Tracker

The CMS Tracker subsystem [55, 56] is a high-precision silicon-based detection system designed to re-
construct the trajectories of charged particles within the CMS experiment. As these particles traverse the
Tracker, they ionize the silicon, generating electron-hole pairs that drift under an applied electric field.
The resulting signals are collected by finely segmented readout electronics, allowing precise momentum
and vertex reconstruction even in dense collision environments.

The Tracker consists of two primary components: the innermost Pixel Detector and the outer Sili-
con Strip Tracker, forming a highly granular system, as illustrated in figure 1.12. The Pixel Detector,
containing approximately 100 million silicon pixels, is positioned closest to the beamline and provides
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an exceptional spatial resolution of approximately 10 µm, enabling precise vertex determination impor-
tant for separating interaction points. Beyond this, the Silicon Strip Tracker extends radially outward,
covering a larger volume with nearly 10 million silicon microstrips, enhancing tracking coverage and
momentum resolution.

Figure 1.12: A schematic cross-section of the CMS Tracker in the r-z plane, illustrating its various sub-
systems, including the Pixel Detector, Tracker Inner Barrel (TIB), Tracker Inner Disks (TID), Tracker
Outer Barrel (TOB), and Tracker Endcaps (TEC), adapted from [10].

As shown in figure 1.12, the Pixel Detector is located near the beamline, followed by multiple layers
of strip detectors arranged in concentric cylindrical shells and disk-shaped structures. The Silicon Strip
Tracker is further divided into distinct subsystems: the Tracker Inner Barrel (TIB), which provides precise
tracking in the central region; the Tracker Inner Disks (TID), ensuring coverage in the transition between
barrel and endcap regions; the Tracker Outer Barrel (TOB), responsible for tracking at larger radii; and
the Tracker Endcaps (TEC), which extend tracking capabilities into the forward regions. These layers
ensure robust tracking across a pseudorapidity range of |η |< 2.5.

This combination of high granularity, low material budget, and precision tracking makes the CMS
Tracker a critical component for studying complex collision events, enabling both precision Standard
Model measurements and searches for new physics at the LHC.

The CMS Electromagnetic and Hadronic Calorimeters

This thesis focuses on the High Granularity Calorimeter, HGCAL, which will replace the existing endcap
calorimeters. Therefore, a detailed discussion of the current CMS calorimeter systems is presented here.

The CMS experiment employs electromagnetic and hadronic calorimeters with a broad pseudorapid-
ity coverage range of −5 < η < 5. These calorimeters are essential for the identification and reconstruc-
tion of photons and electrons and play a pivotal role in measuring jets and missing transverse energy
(Emiss

T ) at the HL-LHC.
Efficient identification of photons and electrons with high resolution is essential for detecting Higgs

boson decays into final states involving photons and leptons, such as di-photon (H → γγ) or four-lepton
(H → ZZ∗ → 4ℓ) decay channels. Additionally, accurate separation of electrons from hadrons and the use
of particle-flow techniques for jet and Emiss

T measurements rely heavily on combined information from
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the tracker and calorimeters.
The CMS calorimeter system consists of two main components: the Electromagnetic Calorimeter

(ECAL) and the Hadronic Calorimeter (HCAL). These calorimeters utilize specialized technologies and
distinct configurations in their respective regions.

Electromagnetic Calorimeter (ECAL): The ECAL [11,57] is a homogeneous and hermetic calorime-
ter designed to measure the energy of electrons and photons with high precision. It is constructed from
PbWO4 scintillating crystals, as shown in figure 1.13. The crystals’ high density (8.28g/cm3), short ra-
diation length (X0 = 0.89cm), and small Molière radius (Rm = 2.2cm) enable the design of a compact
calorimeter with fine granularity [58]. Upon interaction with particles, these crystals emit blue-green
scintillation light peaking at 420nm to 430nm, which is detected by photodetectors, as illustrated in
figure 1.14.

The ECAL’s energy resolution for single particles is parameterized as:(
σ

E

)2
=

(
2.8%√

E

)2

+

(
0.12

E

)2

+(0.30%)2. (1.8)

where E is in GeV. Initial evaluations using beam tests and subsequent LHC collisions demonstrated
a Z-mass resolution of approximately 2% in the barrel and 2%-5% in the endcap regions [59]. The ECAL
have two parts, Electromagnetic Barrel (EB) and Elecromagnetic Endcap (EE):

The ECAL Barrel (EB): The EB consists of 61,200 PbWO4 crystals arranged in a cylindrical shape
around the LHC beam axis. Each crystal measures 23cm in length and has a front face of 2.2cm×
2.2cm. It covers |η |< 1.48 [59]. Avalanche photodiodes (APDs), selected for their high sensitivity and
performance in the CMS magnetic field, detect the scintillation light [60].

The ECAL Endcaps (EE): The EE extends the coverage to |η |< 3.0 and consists of 7,324 PbWO4
crystals per endcap. Each crystal measures 22cm in length and has a cross-section of 2.6cm× 2.6cm.
Vacuum phototriodes (VPTs) are employed in the endcaps for their radiation resilience near the beam-
line [61].

Pre-shower (ES): The pre-shower detector, installed in front of the EE, identifies neutral pions (π0)
in the endcap fiducial region (1.653 < |η |< 2.6). It also enhances the distinction between electrons and
minimum ionizing particles (MIPs) and improves the position determination of photons and electrons.
The pre-shower consists of two active silicon strip sensor planes [11].

Hadronic Calorimeter (HCAL): The HCAL [11, 62, 63] is a segmented calorimeter responsible for
measuring the energy of hadrons, including protons and neutrons. It employs layers of dense absorber
material (brass) interspersed with plastic scintillator tiles. The energy resolution for hadron-induced
showers in the HE region is given by:(

σh,HE

µh,HE

)2

=

(
106.1%√

E/GeV

)2

+(4.0%)2. (1.9)

where E is in GeV [63].
A cross-sectional representation of the HCAL is depicted in figure 1.15, illustrating the distinct sub-

components of the CMS HCAL system. The mian sub-parts of HCAL are:
HCAL Barrel (HB): Encircling the Electromagnetic Barrel (EB), the HB is composed of alternating

layers of brass and plastic scintillators. The structure consists of 32 modules, each incorporating approx-
imately 1,700 scintillating crystals. The light produced from scintillation is collected via optical fibers
and transmitted to hybrid photodiodes (HPDs) for precise signal readout.

HCAL Endcap (HE): The HE extends the calorimetric coverage to regions of higher pseudorapid-
ity, ensuring seamless energy measurement beyond the HB. Each endcap consists of two distinct discs,
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Figure 1.13: Diagram of the CMS electromagnetic calorimeter illustrating the configuration of crystal
modules, supermodules, and endcaps, with the preshower positioned in front, adopted from [11].

Figure 1.14: PbWO4 crystals with photodetectors attached. Left: A barrel crystal with depolished upper
face and APD capsule. Right: An endcap crystal with VPT, adopted from [11].

containing a total of 3,662 scintillating crystals. Silicon photomultipliers (SiPMs) are utilized in the HE
to provide enhanced signal gain and superior radiation resistance.

Forward and Outer Calorimeters (HF and HO): The HF extends the HCAL coverage to pseudo-
rapidities up to |η | < 5.0, which is critical for precise transverse energy measurements in the forward
regions. The HO, situated externally to the HB, complements hadronic energy resolution while contribut-
ing to muon system measurements, ensuring robust energy reconstruction.

The multi-layered architecture of the HCAL facilitates efficient hadronic energy measurements while
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Figure 1.15: A cross-sectional view of the CMS HCAL [11].

ensuring reliable calculations of missing transverse energy (Emiss
T ), which plays a crucial role in the

detection of weakly interacting particles such as neutrinos.

Superconducting Solenoid

The superconducting solenoid magnet is a central component of the CMS detector, essential for enabling
precise momentum measurements of charged particles. The solenoid is a 12.5m long cylindrical structure
with a diameter of 6.3m and a mass exceeding 12,000t, making it the heaviest single element of the
CMS detector. It is designed to generate a uniform magnetic field of 3.8T, which bends the trajectories of
charged particles as they traverse the detector, enabling accurate determination of their momenta through
the tracker.

The solenoid’s coil is constructed from superconducting niobium-titanium (NbTi) cables, which are
cooled to 4.5K using liquid helium to maintain superconductivity. The coil carries an electric current of
up to 18kA, ensuring the generation of the powerful magnetic field required for precise particle trajectory
bending. The solenoid’s magnetic field extends outward and is returned through a 1.9m thick iron yoke,
which also serves to support the muon system. The yoke is segmented into multiple layers to interleave
with muon detectors and enhance their efficiency.

This system is critical not only for bending charged particle trajectories but also for achieving the
high-resolution momentum measurements necessary for the CMS experiment’s physics goals.

Muon System

The muon detection system [64] forms the outermost layer of the CMS detector and is primarily designed
to detect muons, which are minimally ionizing particles that traverse the dense iron return yoke with
limited energy loss. While other high-energy charged particles, such as hadrons, can occasionally pass
through the system, muons are distinguishable due to their specific ionization patterns and ability to
penetrate the detector layers with minimal interaction.

This system enables precise tracking and identification of muons, supporting a wide range of physics
analyses. These include studies of Higgs boson decays, such as H → ZZ∗ → 4ℓ, where muons appear
in the final state, as well as searches for phenomena beyond the Standard Model and tests of theoretical
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predictions. The muon system integrates seamlessly with the CMS detector to provide detailed event
reconstruction in high-luminosity collision environments.

Figure 1.16: A cross-sectional view of the CMS Muon system [11].

Figure 1.16 shows a cross-sectioanl view of differet subparts of the Muon system. The Muon system
utilizes four distinct types of gaseous detectors interleaved with the iron return yoke, which also contains
the superconducting solenoid’s magnetic field. These detectors are optimized for different functions,
including tracking, triggering, and time measurement. The primary components are:
Drift Tubes (DTs): Located in the barrel region (|η | < 1.2), the DT chambers are used for precise
position measurements. The barrel contains 250 DT chambers, each capable of measuring the drift time
of ionized electrons with a precision of approximately 380ns. This configuration ensures accurate muon
tracking in the lower radiation and flux environment of the barrel region.
Cathode Strip Chambers (CSCs): Situated in the endcap region (1.2 < |η | < 2.4), the CSCs are de-
signed to handle the high particle flux and radiation levels typical of the forward regions. The endcaps
consist of 468 CSCs, arranged in 3–4 layers depending on the detector’s radial position, providing excel-
lent spatial resolution and robust muon tracking under challenging conditions.
Resistive Plate Chambers (RPCs): Used in both the barrel and endcap regions for fast triggering. The
RPCs have excellent time resolution, enabling efficient identification of collision events involving muons.
These chambers provide redundancy and complement the DTs and CSCs for robust muon identification.
Gas Electron Multipliers (GEMs): Recently introduced in the forward region during LS2 to extend
coverage and enhance muon tracking in the highest radiation areas (2.4 < |η | < 3.0). GEMs offer high
granularity and radiation resistance, making them essential for future high-luminosity operations.

The muon system achieves a spatial resolution of approximately 100µm and a timing resolution of
1ns, enabling precise reconstruction of muon trajectories and their momenta. The combination of DTs,
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CSCs, RPCs, and GEMs ensures full 4π solid-angle coverage, providing redundancy and robustness for
muon identification in diverse collision environments.

The integration of the muon system with the rest of the CMS detector allows for accurate measure-
ments of missing transverse energy (Emiss

T ) and detailed studies of events involving muons.

The CMS Trigger System

To handle the immense data rates generated by collisions at the LHC, where bunch crossings occur every
25ns, the CMS experiment employs a two-stage trigger system. This system is essential for reducing the
overwhelming event rates to manageable levels while retaining only the most relevant data for physics
analyses.

The first stage, known as Level 1 (L1), is a hardware-based trigger that utilizes custom electronics to
process data from the calorimeter and muon detectors. Trigger primitives, such as energy deposits in the
calorimeters and muon chamber hits, are combined regionally to identify candidate trigger objects. These
are then forwarded to the Global Trigger, which makes a trigger decision within a latency of 4µs. The
L1 system reduces the input event rate from the 40MHz LHC bunch crossing frequency to a manageable
100kHz.

The second stage called the High-Level Trigger (HLT), operates on a farm of commercial processors
and processes the full detector data. Advanced algorithms are applied at this stage to refine the event
selection, allowing for the retention of physics-rich events. The HLT further reduces the event rate to
approximately 1kHz, with selected events stored for offline analysis.

This two-stage trigger system facilitates efficient data acquisition and supports precision physics anal-
yses at the CMS experiment.

1.6 Phase-II Challenges for the CMS
The HL-LHC will transform detector operations by significantly increasing instantaneous and integrated
luminosity. This will lead to higher particle hit rates, more simultaneous interactions per collision
(140–200), and increased radiation levels. To leverage HL-LHC’s enhanced performance, CMS detectors
must undergo significant upgrades for three primary reasons:

• Radiation degrades sensing elements and electronics over time.

• Current electronics cannot handle expected high hit, data, and trigger rates.

• High pileup events degrade performance, resulting in high track densities per unit area.

One of the key challenges for the HL-LHC is the substantial increase in radiation levels due to colli-
sion rates reaching up to 5× 109 interactions per second. This high radiation environment poses severe
risks to detector materials and associated electronics, particularly near the beam pipe where radiation in-
tensity is most pronounced. As shown in figure 1.17, simulations at an integrated luminosity of 3000fb−1

indicate absorbed doses reaching 1 Grad (107 Gy) and fluences up to 2× 1016neq/cm2. The red line in
the figure marks the threshold beyond which the radiation levels exceed the existing CMS design spec-
ifications. To counteract these formidable conditions, it is imperative to incorporate radiation-hardened
materials and innovate design enhancements to ensure the enduring functionality of detectors under such
extreme circumstances [14].

The increased trigger and data rates present another challenge. In Phase-II, the maximum trigger
frequencies will rise to 750kHz for L1-Trigger and 7.5kHz for the HLT, with latencies extending to
12.5µs. These requirements demand enhanced detector granularity, updated electronics, and expanded
data bandwidth to handle the increased volume of information.
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Figure 1.17: Absorbed dose in the CMS cavern after an integrated luminosity of 3000 fb−1. The trans-
verse distance from the beamline is represented by R (in cm), and the distance along the beamline from
the Interaction Point at Z = 0 is denoted by Z (in cm). The absorbed dose near the beamline reaches up
to 1 Grad (107 Gy), and the maximum fluence recorded is 2 × 1016 neq/cm2. The red line indicates the
limits of currently used detector technologies in several systems. Adopted from ref. [12] (slide 17).

High pileup, with up to 140 interactions per bunch crossing, further complicates the Phase-II oper-
ations by creating dense track environments. This significantly challenges event reconstruction and de-
grades detector performance. Upgrades to the tracking and calorimetry systems are essential to mitigate
the effects of pileup, maintain high-resolution measurements, and enable accurate particle identification.

To address these challenges, several sub-detectors are being enhanced or replaced, and new systems
are under development to improve performance in high-luminosity conditions. Major installations are
planned for LS3 (2026–2029), building on the upgrades implemented during LS2. These efforts will
ensure the CMS detector is well-prepared to meet the demands of HL-LHC operations, maintaining its
ability to deliver precise and reliable data for physics analyses [14, 50].

1.7 Phase-II Upgrades to CMS Sub-Detectors
To address the challenges posed by the Phase-II operation of the HL-LHC, the CMS detector requires
extensive upgrades across multiple subsystems. Detailed information about these upgrades can be found
in [14, 50, 65, 66]. A brief summary of these upgrades is provided below:

Silicon Tracker As a cornerstone of the CMS Phase-II upgrades, the new silicon tracker is designed to
sustain optimal performance under the unprecedented particle flux and radiation levels of the HL-LHC.
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The upgraded tracker significantly enhances granularity, increasing the number of readout channels by
a factor of 25 compared to its predecessor. This advancement includes approximately 2× 109 hybrid
micropixels in the Inner Tracker (IT) and 43×106 microstrip sensors along with 170×106 macropixels
in the Outer Tracker (OT).

The new tracker extends the pseudorapidity coverage to |η | < 4.0, enabling broader acceptance and
improved tracking efficiency in the forward regions. Designed for increased radiation tolerance, it is
capable of withstanding radiation levels up to an order of magnitude higher than those endured by the
existing tracking system. The OT incorporates an advanced Level-1 (L1) trigger functionality, leveraging
hit coincidences, or stubs, to facilitate transverse momentum discrimination. These enhancements ensure
precise track reconstruction and robust performance, even under extreme pileup conditions [67].

Timing Layer Introducing an advanced timing layer is crucial for mitigating pileup effects, which can
significantly impair event reconstruction accuracy. These new timing detectors will achieve an impressive
time resolution of 30-50 ps, enabling precise differentiation of overlapping vertices and enhancing the
isolation of leptons and photons. This, in turn, improves the reconstruction of hadronic jets and missing
transverse momentum. The Barrel Timing Layer (BTL), incorporating Cerium-doped LYSO crystals
read out by Silicon Photomultipliers (SiPMs), will cover the central region. Meanwhile, the Endcap
Timing Layer (ETL) will utilize Low-Gain Avalanche Detectors (LGADs) to extend coverage to higher
pseudorapidities, thereby bolstering the detector’s capacity to search for long-lived particles [68].

Calorimetry Significant upgrades to the calorimetry system will markedly improve its energy resolu-
tion and timing precision. The barrel electromagnetic (EM) calorimeter will retain its PbWO4 crystals but
be enhanced with upgraded front-end electronics, achieving a 30 ps resolution for electrons and photons.
The endcap ECAL and HCAL will be replaced by the HGCal, an 5D (x, y, z, E, t) imaging calorime-
ter with electromagentics (CEE) and hadronics (CEH) parts, provide unprecednet transvers and laterral
granularity with 6 million silicon sensor channels and 250,000 scintillator tiles read out by SiPMs. These
advancements will enable precise particle flow reconstruction and expand the detector’s reach for vector
boson fusion, and long-lived particle searches [6, 65].

Muon System The CMS Phase-II muon system is undergoing extensive upgrades to meet the stringent
requirements of the HL-LHC. These enhancements aim to improve the system’s performance, redun-
dancy, and geometric coverage, ensuring accurate muon detection in the HL-LHC enviroment.

The current muon detectors, consisting of DT, CSC, RPC, will be upgraded with advanced electronics
to handle increased trigger rates and improve timing resolution. RPCs will achieve a timing precision of
1.5ns, while DT chambers will reach 2ns, providing precise timing data for the L1-trigger. To mitigate
radiation effects, the upgraded components will include radiation-hard materials and operate at reduced
voltages. Furthermore, FPGA-based trigger systems will enhance the sensitivity of the muon detectors to
rare decay modes and long-lived particles, supporting a broader range of physics analyses.

The forward region will see significant improvements with the installation of new GEM detectors and
upgraded RPCs (iRPCs), extending the detector’s coverage to |η | = 2.8. The GE2/1 and ME0 stations
will enhance spatial resolution and provide robust radiation resistance, addressing the challenges posed
by high-luminosity environments. These upgrades will complement the existing GE1/1 stations installed
during LS2. The forward RPCs, such as RE3/1 and RE4/1, will be replaced with iRPCs to improve timing
precision and ensure efficient muon identification in high-pileup conditions.

The integration of these upgrades will significantly enhance the muon system’s geometric coverage,
timing, and trigger efficiency. The combined improvements will strengthen the CMS detector’s capability
to handle the complex collision environments of the HL-LHC, facilitating precision measurements and
advancing the search for new physics [69].
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Beam Instrumentation and Luminosity The Beam Radiation Instrumentation and Luminosity (BRIL)
project will introduce cutting-edge systems for beam timing, beam loss monitoring, and luminosity mea-
surements. A new dedicated bunch-by-bunch luminometer, the Fast Beam Condition Monitor (FBCM),
will provide high-precision luminosity determination, essential for accurate Higgs cross-section mea-
surements. This system will employ silicon pad sensors with fast front-end ASICs, ensuring real-time
feedback on beam conditions and enhancing the protection of sensitive CMS instrumentation. The design
draws from the successful Run 2 Upgraded Fast Beams Conditions Monitor (BCM1F) concept, integrat-
ing Phase-II technology to maintain performance and reliability throughout the HL-LHC era.

These upgrades will enable the CMS detector to fully exploit the HL-LHC’s capabilities, paving
the way for groundbreaking discoveries and advancing our understanding of fundamental physics. This
meticulous planning and execution will ensure that the CMS experiment remains at the forefront of par-
ticle physics research well into the future [70].

1.8 CMS Phase-II Calorimeter System Challenges

The existing CMS calorimeters were originally designed to operate under a maximum integrated luminos-
ity of 500fb−1 at a peak instantaneous luminosity of 1×1034 cm−2 s−1. Following the Phase-I upgrades,
the HCAL was enhanced to accommodate luminosities up to 2× 1034 cm−2 s−1. In anticipation of the
HL-LHC phase, luminosities are projected to reach about 5− 7× 1034 cm−2 s−1, significantly elevat-
ing the integrated luminosity to 3000fb−1. This substantial increase necessitates extensive upgrades or
replacements of critical calorimeter components to ensure operational integrity under these heightened
conditions [14]. Following are the key challenges foreseen by the CMS calorimeters:

Radiation Challenges: The Phase-II upgrade of the CMS detector presents significant operational chal-
lenges due to extreme radiation levels, particularly in the endcap regions. Simulation studies, as illustrated
in figures 1.18 and 1.19, evaluate the absorbed radiation dose and neutron fluence at an integrated lumi-
nosity of 3000 fb−1. The results indicate that the absorbed dose reaches up to 2 MGy, while the neutron
fluence exceeds 1×1016 cm−2 in the forward region. These radiation levels significantly exceed the orig-
inal design specifications of the calorimeter components, particularly within the pseudo-rapidity range
1.48 < |η |< 3.0.

Sustained exposure to such high radiation levels induces severe performance degradation, leading to
increased leakage currents, charge trapping in silicon sensors, and material deterioration. Consequently,
these effects reduce the signal-to-noise ratio and deteriorate the energy resolution of the calorimeter. To
ensure optimal detector performance under HL-LHC conditions, the implementation of radiation-hard
sensor technologies, enhanced cooling mechanisms, and advanced calibration methodologies is essential
to mitigate the impact of radiation-induced aging.

ECAL’s components degradation: The ECAL experiences performance degradation due to prolonged
exposure to ionizing radiation. A key factor contributing to this degradation is the formation of color
centers in PbWO4 crystals, which occurs when ionizing radiation induces defects in the crystal lattice.
These defects trap charge carriers, creating absorption centers that reduce the transmission of scintillation
light and, consequently, the overall calorimeter response.

Figure 1.20 illustrates the evolution of the ECAL response to laser light between 2011 and 2018 across
different η regions. A notable reduction in response exceeding 80% is observed in the high-|η | region
(|η | > 2.4), while the barrel region (|η | < 1.4) exhibits a significantly smaller decline of approximately
10%. This differential response highlights the increasing impact of radiation damage with increasing
pseudorapidity.
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Figure 1.18: Dose of ionizing radiation accumulated in HGCAL after an integrated luminosity of
3000fb−1, simulated using the FLUKA program. This is depicted as a two-dimensional map with ra-
dial (r) and longitudinal (z) coordinates [6].

Figure 1.19: Simulated distribution of 1 MeV neutron-equivalent fluence within the HGCAL volume,
corresponding to CMS proton–proton collisions at

√
s = 7TeV per beam after an integrated luminosity

of 3000fb−1. The map, produced using the FLUKA simulation toolkit, is presented as a function of
radial (R) and longitudinal (Z) coordinates, and illustrates the radiation environment relevant for the
design and qualification of HGCAL components [6].

Beyond signal attenuation in PbWO4 crystals, radiation-induced effects also impact the photodetec-
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tors, contributing to elevated noise levels and deteriorating energy resolution. Figure 1.21 (left) presents
the projected sensitivity of ECAL at different integrated luminosities, while the right panel quantifies the
degradation of energy resolution, σeff(E)/E, for photons from Higgs boson decays across different pileup
conditions. These results underscore the challenge of maintaining energy resolution, particularly in the
endcap region, where the cumulative radiation exposure is significantly higher.

While the barrel ECAL remains viable for continued operation with upgraded electronics, the severe
degradation observed in the endcap necessitates a full replacement to meet the stringent performance
requirements of the High-Luminosity LHC (HL-LHC) era.

Figure 1.20: The CMS ECAL crystal response to laser light during 2011-2018 at different η : Measured
at 440 nm (2011) and 447 nm (from 2012 onwards), is shown for multiple pseudorapidity intervals.
Each curve represents the average normalized response for ECAL crystals within a given η bin, indi-
cating the degree of radiation-induced transparency loss. The maximum degradation reaches approx-
imately 13% in the ECAL barrel and up to 62% at |η | ∼ 2.5, near the edge of the tracker acceptance.
Periods of signal recovery during LHC shutdowns are visible, reflecting the partial annealing of radia-
tion damage. The lower panel displays the corresponding instantaneous LHC luminosity, illustrating the
direct correlation between accumulated dose and signal loss. These measurements, performed every 40
minutes, are used to correct physics data for radiation effects in the ECAL response [13].

HCAL Challenges: The HCAL faces significant performance degradation due to radiation exposure,
particularly in the HE tiles. During the 2012 run, these tiles experienced a 30% decrease in light output
after exposure to 103 Gy, as shown in figure 1.22. Projections for 3000fb−1 suggest further attenuation,
necessitating the replacement of the HE. The reduced light yield impacts the calorimeter’s ability to
accurately measure hadronic showers, undermining jet energy resolution and missing transverse energy
calculations.

HO and HF Challenges: The outer hadronic calorimeter (HO) and forward calorimeter (HF) are less
affected by radiation compared to the endcap components. The HO remains largely unaffected due to its
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Figure 1.21: ECAL sensitivity at different integral luminosity levels (left) and energy resolution
σeff(E)/E for photons from Higgs boson decay, shown for different integrated luminosities and pileup
levels (right), taken from [14].

Figure 1.22: The decrease in light signal from the first layer of HE as a function of accumulated lumi-
nosity for various tile positions (η) is shown, along with an exponential fit, taken from [14] (left), the
expected light attenuation from different HE tiles at L = 3000fb−1 (right).

location, while the HF is specifically designed to withstand high radiation levels. Both calorimeters can
meet Phase-II requirements without significant upgrades.

1.8.1 Transition to the High Granularity Calorimeter (HGCAL)
Given these challenges, the ECAL and HCAL endcaps cannot meet the Phase-II requirements and will
be replaced by the High Granularity Calorimeter (HGCAL) [6]. The HGCAL, shown in figure 1.23, in-
troduces a 5D calorimetry concept, offering enhanced spatial and timing resolution, improved radiation
hardness, and superior performance under high pileup conditions. This advanced design ensures that the
CMS detector remains capable of delivering precise measurements and robust particle identification dur-
ing HL-LHC operations. A detailed discussion of the HGCAL design and functionality will be presented
in the next chapter.
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Figure 1.23: The Isometric view of the 47-layer HGCAL model.

1.9 Conclusion
This chapter provided a comprehensive introduction to the LHC and its physics objectives, along with an
overview of the challenges and advancements associated with the HL-LHC era. Starting with the opera-
tional principles of the LHC and its remarkable achievements, the discussion transitioned to the primary
goals of the HL-LHC, which include increasing the luminosity to enable more precise measurements and
access to rare processes.

The chapter also outlined the structure and functionality of the CMS detector, highlighting the role of
its key subsystems, such as the tracker, calorimeters, muon system, and the triggering framework. Each
subsystem was presented in the context of its contributions to particle detection and the challenges it faces
due to the harsher operating environment of the HL-LHC. Special emphasis was given to the calorimeter
systems, particularly the electromagnetic and hadronic calorimeters, which are vital for accurate particle
energy measurements but are significantly impacted by increased radiation and pileup.

To address these challenges, the CMS detector will undergo major upgrades during the Phase-II pro-
gram. Among the critical upgrades is the replacement of the endcap calorimeters with the High Gran-
ularity Calorimeter (HGCAL), a cutting-edge technology that will enhance spatial and timing precision
while maintaining reliability in extreme conditions. This marks a significant step forward in the detector’s
ability to handle high luminosity and high pileup scenarios.



Chapter 2
Introduction to HGCAL and Its
integral parts

2.1 Introduction

The High Granularity Calorimeter (HGCAL) represents a major upgrade designed to prepare the CMS
detector for the HL-LHC operational phase. This state-of-the-art detector will replace the existing End-
cap ECAL and HCAL subsystems, ensuring exceptional performance under the extreme conditions of
intense radiation and high pileup densities while maintaining precision in energy, spatial, and timing
measurements.

The primary motivation for the HGCAL, discussed in Section 2.2, arises from the limitations of the
current CMS endcap calorimeters. These systems face significant performance degradation under HL-
LHC conditions. To ensure precise physics measurements in this challenging environment, a complete
replacement with a highly segmented, radiation-tolerant, and cost-efficient calorimeter is imperative.

Section 2.3 provides a detailed overview of the HGCAL’s structure, emphasising its division into elec-
tromagnetic (CE-E) and hadronic (CE-H) compartments. The CE-E employs silicon sensors throughout,
leveraging their exceptional radiation hardness and timing precision. In the CE-H, a hybrid design is
adopted, with silicon modules in high-radiation regions and cost-effective scintillator tiles in areas of
lower radiation exposure. This approach balances cost efficiency with high performance.

The design and implementation of silicon sensors, a pivotal component of the HGCAL, are examined
in Section 2.4. This section addresses critical design considerations, including the choice of silicon as
the active material, the rationale behind its hexagonal geometry, the deployment of varying sensor thick-
nesses and cell sizes, and the adoption of n-on-p DC-coupled sensors for their superior charge collection
efficiency in high-fluence environments.

The granularity of HGCAL is addressed in Section 2.5, which highlights its unprecedented longitu-
dinal and lateral segmentation. This configuration enables precise reconstruction of electromagnetic and
hadronic showers, significantly improving the resolution of physics objects. The modular architecture,
described in Section 2.6, allows for efficient assembly and integration, facilitating maintenance and scala-
bility. The overarching physics objectives of the HGCAL are presented in Section 2.7, and a comparative
evaluation with other calorimeter systems at the LHC is provided in Section 2.8.

The focus of this thesis is the readout design and implementation for the silicon region of the HGCAL.
Emphasis is placed on the silicon sensors, silicon-only cassettes, and silicon modules. This chapter lays
the foundation for comprehending the HGCAL’s innovative design and its pivotal role in advancing the

29



30 CHAPTER 2. INTRODUCTION TO HGCAL AND ITS INTEGRAL PARTS

physics program at the HL-LHC.

2.2 Motivation

The HL-LHC will introduce significant challenges, including a high-radiation environment and extreme
pile-up conditions, as detailed in Section 1.8. These operational conditions exceed the design limits
of the current CMS Endcap calorimeter systems, including the ECAL and HCAL, necessitating their
replacement.

Figure 2.1: Performance degradation of the existing CMS calorimeters: (Left) Loss of scintillation light
output (S/S0) in PbWO4 crystals as a function of pseudorapidity (η) for a 50 GeV electron under var-
ious radiation conditions. (Middle) Jet energy resolution (pcalojet

T /pgenjet
T ) comparison at integrated lu-

minosities of 0 fb−1 and 1000 fb−1, showing degradation due to radiation. (Right) Photon energy res-
olution (σeff(E)/E) versus η , illustrating worsening performance with increased pile-up adopted from
[14].

Figure 2.1 summarizes the critical performance degradations of the current Endcap calorimeters under
the extreme conditions of the HL-LHC. The left panel demonstrates the loss of scintillation light output
(S/S0) in PbWO4 crystals as radiation levels increase, particularly in forward pseudorapidity (η), result-
ing in significant sensitivity losses. The middle panel compares the jet energy resolution (pcalojet

T /pgenjet
T )

at integrated luminosities of 0 fb−1 and 1000 fb−1, highlighting substantial degradation due to accumu-
lated radiation effects, which impair the accuracy of momentum reconstruction. The right panel shows
the worsening photon energy resolution (σeff(E)/E) with increasing pile-up, further emphasizing the
inability of the current system to deliver precise energy measurements.

To address these limitations, the existing Endcap ECAL and HCAL will be replaced by the High
Granularity Calorimeter (HGCAL). With its high radiation tolerance and fine granularity, the HGCAL is
specifically designed to cope with the Phase-II challenges of the HL-LHC, ensuring precise energy under
extreme conditions.

2.2.1 Desired Specifications for the New System

The HGCAL upgrade demands several critical specifications to ensure optimal performance over its full
operational lifetime. These specifications are essential to maintain energy resolution, signal-to-noise ratio,
calibration accuracy, and data bandwidth, ensuring that the physics performance remains at Phase-I levels
even under the increasingly challenging operational conditions of the HL-LHC. The key specifications
are summarized in Table 2.1.
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Specification Details

Radiation Tolerance Preserve energy resolution post 3000fb−1; inter-cell
calibration ≈ 3% using MIP signals

Dense Calorimeter Maintain lateral compactness of showers

Fine Lateral Granularity Small cell sizes
(
≈ 0.5−1 cm2

)
; high S/N ratio;

two-shower separation for pileup mitigation.

Fine Longitudinal Granularity
Fine sampling of showers; good electromagnetic energy
resolution, pattern recognition.

Precision Timing Measurement
Precise timing for high-energy showers; pileup rejection;
vertex identification measurement.

Trigger Contribution Contribute to the level-1 trigger decision

Table 2.1: Requirements for the HGCAL upgrades, adapted from [6].

2.3 High Granularity Calorimeter (HGCAL)
The High Granularity Calorimeter (HGCAL) is a state-of-the-art 5D imaging calorimeter designed to
address the stringent requirements imposed by the HL-LHC, including elevated radiation levels and high
event pileup densities. As part of the CMS Phase-II upgrade, HGCAL will replace the existing end-
cap calorimeter systems (ECAL, HCAL, and Pre-shower) during the Long Shutdown 3 (LS3), ensuring
enhanced performance for both electromagnetic and hadronic energy measurements under extreme HL-
LHC conditions. Its design enables high-precision reconstruction of complex event topologies by captur-
ing multi-dimensional information, spatial coordinates (x, y, z), deposited energy (E), and time of arrival
(t), establishing it as a true 5D imaging calorimeter.

Figure 2.2 presents an overview of HGCAL’s layered configuration, revealing its division into two
functionally distinct yet complementary compartments: the electromagnetic endcap (CE-E) and the hadronic
endcap (CE-H). The CE-E, positioned closest to the interaction region, comprises 26 sampling layers (13
double layers) utilizing Cu, CuW, and Pb absorbers. These are interleaved with radiation-hard silicon
sensors, selected for their excellent timing response and high granularity. The CE-E achieves a depth of
approximately 25 radiation lengths (X0), enabling fine segmentation for electromagnetic shower resolu-
tion.

In contrast, the CE-H section, situated downstream, consists of 21 layers employing stainless steel
absorbers. Here, silicon is retained in the innermost, high-radiation regions, while the outer zones adopt
cost-effective plastic scintillator tiles instrumented with silicon photomultipliers (SiPMs). This hybrid
active medium balances performance and cost, extending the total interaction depth by 8.5 nuclear inter-
action lengths (λ ).

To ensure optimal spatial and timing performance, the inner CE-H and entire CE-E regions are in-
strumented with silicon Hex-Modules, while the outer CE-H regions utilize scintillator tiles. Figure 2.3
illustrates this dual-layer configuration. The silicon-only layer from CE-E (left) shows a radial segmen-
tation of sensors by thickness 300 µm, 200 µm, and 120 µm to align with varying radiation fluences. In
contrast, the CE-H layer (right) demonstrates a hybrid layout, combining inner silicon modules with outer
scintillator tiles to maintain detection performance in a cost-conscious design.

Silicon sensors and Hex-Modules: The silicon sensors, chosen for their radiation hardness and su-
perior timing response, form the foundation of HGCAL’s high-performance layers. A total of 620 m2

of silicon hexagonal sensors are employed, segmented into three thicknesses: 120 µm, 200 µm, and
300 µm. These sensors are diced from 8-inch circular wafers into hexagonal modules for optimal ma-
terial utilization. Each module is integrated into the HGCAL cassettes, which are assembled to form
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Figure 2.2: Cross-sectional view of HGCAL: The electromagnetic compartment (CE-E) and hadronic
compartment (CE-H) incorporate silicon and scintillator layers with different absorber materials,
achieving both high resolution and radiation tolerance.

Figure 2.3: Representative HGCAL layers: (Left) A CE-E silicon-only layer with graded sensor thick-
nesses optimized for fluence. (Right) A CE-H mixed layer featuring silicon in high-radiation zones and
scintillator tiles in low-radiation regions.

detector layers.
Figure 2.4 illustrates the hierarchical structure: the detector model (a), a cassette with silicon modules

(b), and a silicon Hex-Module (c). The modules are further classified into high-density (HD) and low-
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density (LD) configurations. HD modules, with smaller 0.51 cm2 pad-size sensors, are deployed in high-
fluence regions, while LD modules, featuring larger 1.18 cm2 pad-size sensors, are used in lower-fluence
regions.

Figure 2.4: Illustration of the HGCAL structure: (a) The 47-layer HGCAL model showing the segmen-
tation of the detector into hexagonal modules, (b) a detailed view of a cassette from the silicon-only
layer, and (c) a silicon Hex-Module comprising a CuW base plate, Kapton foil, silicon sensor, and hex-
aboard for readout.

System performance and operational conditions: HGCAL’s granular structure, comprising millions
of readout channels, delivers exceptional spatial resolution for precise shower separation. Its ability to
measure timing with a resolution of approximately 30 ps enables effective pileup mitigation, addressing
one of the key challenges of HL-LHC operations. The dense layering enhances the detector’s capability
to reconstruct complex event topologies, substantially contributing to the CMS physics programme.

The entire HGCAL is maintained at a cryogenic temperature of −30◦C using a bi-phase CO2 cooling
system. This approach not only ensures the radiation hardness of silicon sensors but also improves the
performance of SiPMs in the scintillator layers. Detector calibration, performed using minimum ionizing
particles (MIPs), requires a high signal-to-noise ratio (> 5) to be sustained over an operational lifes-
pan exceeding 3000 fb-1. Utilising HD sensor with smaller sensor pads in high-radiation zones further
enhances sensitivity to single MIPs.

The HGCAL readout electronics integrate HGCROC ASICs, combining analog and digital signal
processing. The ASICs support a large dynamic range (0.2 fC to 10 pC) and precise time-of-arrival
measurements for events with charge deposited greater than 12 fC. Further details on the readout system
are provided in Chapters [4] and [5].

The HGCAL represents a state-of-the-art solution to the challenges of CMS pahse-II operation. By com-
bining silicon sensors and scintillator tiles in a highly granular 47-layer architecture, HGCAL ensures
precise spatial, energy, and timing measurements, enhancing the overall performance of the CMS de-
tector. The following sections will delve deeper into the design choices for HGCAL, addressing critical
questions such as why silicon was chosen as the primary active material in hexagonal shape, the ratio-
nale behind the use of different sensor thicknesses and cell sizes, and how these elements collectively
contribute to achieving the unprecedented precision required at the HL-LHC.
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2.4 Silicon sensors

Silicon sensors play a critical role in modern particle detection systems due to their superior energy
resolution, fast timing capabilities, compact size, and radiation hardness. These sensors are fabricated
from semiconductor-grade silicon, a material with a lattice structure that enables precise charge collection
under high electric fields. The details about si sensor can be read from references [71–73]

Why Intrinsic Semiconductors Are Not Used: Intrinsic silicon, or pure silicon, has a low free
charge carrier concentration (ni ∼ 1.5×1010 cm−3 at 300 K). This concentration is not feasible for detec-
tor applications, as the signal generated by incident particles, such as MIPs, would be indistinguishable
from the background thermal noise. The average energy required to create an electron-hole pair in silicon
is approximately 3.6 eV [72], and an MIP typically deposits around 3.6 MeV per cm of silicon, produc-
ing ∼ 106 electron-hole pairs per cm. However, this charge signal would be overwhelmed by the thermal
noise from intrinsic carriers, making intrinsic silicon unsuitable for particle detection. To overcome this
limitation, silicon is doped with impurities to enhance its conductivity and tailor its electrical proper-
ties. The doping process introduces controlled amounts of donor or acceptor atoms, creating extrinsic
semiconductors with higher free charge carrier concentrations.

PN Junction and Depletion Region: Doped silicon can be configured into a PN junction by combin-
ing p-type and n-type materials. At the junction, electrons from the n-type region diffuse into the p-type
region, filling holes and leaving behind positively charged donor ions. Similarly, holes from the p-type re-
gion diffuse into the n-type region, leaving behind negatively charged acceptor ions. This process creates
a depletion region at the interface, devoid of free charge carriers.

The depletion region forms the active volume of the silicon detector. Applying a reverse bias voltage
across the PN junction increases the width of the depletion region (W ), enhancing the detector’s ability to
collect charge. The depletion width is governed by:

W =

√
2ε0εrVeff

e

(
Na +Nd

NaNd

)
, (2.1)

where ε0 and εr are the permittivity constants, e is the elementary charge, Na and Nd are the acceptors
and donors doping concentrations, and Veff is the effective voltage, given by Veff = Vbias +Vj, with Vj
being the built-in potential.

Figure 2.5: (a) charge generation principle at silicon detector. (b) A pn-junction wita depletion region,
charge densities, an electric field and junction potential.
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Charge Generation in the Depletion Region: When an incident particle traverses the depletion
region, it generates electron-hole pairs proportional to the energy deposited. These charge carriers are
quickly separated and collected by the electric field within the depletion region. The drift velocity of
the carriers is given by v = µE, where µ is the carrier mobility and E is the electric field. At room
temperature (300 K), the electron and hole mobilities in silicon are approximately 1350cm2/Vs and
450cm2/Vs, respectively. Under high electric fields, carrier velocities saturate, ensuring rapid charge
collection.

Radiation Damage in Silicon Sensors: Radiation exposure introduces defects into the silicon lattice,
creating deep-level traps within the bandgap. These traps act as recombination centers, reducing charge
collection efficiency (CCE) and increasing leakage current. The leakage current rises linearly with fluence
(Φeq) and can be expressed as:

∆I = αΦeqV, (2.2)

Where α is the proportionality constant dependent on the material. Silicon’s radiation tolerance is a
critical consideration for high-radiation environments like the HL-LHC, necessitating optimized fabrica-
tion techniques and doping strategies [73].

Fabrication Techniques, FZ and EPI Processes: Silicon sensors for particle detectors are typically
fabricated using two primary methods, with details available in [74–76]:

1. Float-Zone (FZ) Process: This method produces high-purity silicon by melting and recrystallizing
a silicon rod in a zone refining process. FZ silicon is characterized by its low impurity concentration
and high resistivity, making it suitable for thick sensors (e.g., 200 µm and 300 µm) used in low-to-
moderate fluence regions.

2. Epitaxial (EPI) Process: In this method, a thin silicon layer is grown on a low-resistivity sili-
con substrate. EPI sensors are well-suited for high-fluence regions due to their superior radiation
hardness. The thin active layer minimizes bulk damage, ensuring sustained performance in harsh
environments.

2.4.1 Silicon sensors for HGCAL
The CMS collaboration selected silicon sensors for HGCAL due to their exceptional radiation tolerance
and fast response. Fluence levels in the endcap, projected at 3000fb−1, were assessed using FLUKA
simulations, revealing fluence values ranging from 2×1014 to 1016 neq/cm2 (Figure 1.19). The radiation
hardness of silicon, demonstrated in CMS Tracker Phase-II R&D [77, 78], was further validated by the
HGCAL collaboration [15], ensuring reliable particle detection and precise energy measurements.
Hexagonal Sensor Design: The HGCAL utilizes planar DC-coupled hexagonal silicon sensors fabri-
cated on 8-inch circular wafers. The hexagonal design, compared to square or rectangular alternatives,
maximizes the utilization of wafer surface area, minimizes wastage, and reduces the overall number of
sensors required, thereby decreasing costs [6].
Three Thicknesses for Optimized Performance: The silicon sensors are deployed in three thicknesses:
120 µm, 200 µm, and 300 µm, shown in figure 2.3 (left), tailored to the expected radiation levels across
the detector volume. Thinner sensors are more robust against higher fluence and offer better charge
collection efficiency (CCE) and reduced leakage current. Figure 2.6 (left) demonstrates that thinner
sensors outperform thicker ones in high-fluence regions. Thus, the HGCAL employs thinner sensors
in higher radiation regions while utilizing thicker sensors in areas with lower fluence to maximize the
signal-to-noise ratio.
Why n-on-p DC-Coupled Sensors?: Extensive testing led to the selection of n-on-p silicon sensors
for the HGCAL. Figure 2.6 (right) illustrates that n-on-p sensors exhibit superior CCE at high fluences
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Figure 2.6: (Left) Signal (e−/µm) measured from TCT (Transient Current Technique) tests for diodes
at 600 V and 300 V in 50-µm epitaxial silicon [15]. (Right) Collected charge on a seed strip for sensors
with 300-µm nominal thickness after short annealing (2–6 days) at room temperature. Error bars repre-
sent a 5% uncertainty, accounting for statistical and gain variations. Symbols denote irradiation types:
‘p’ for protons (MeV/GeV) and ‘n’ for neutrons, with annealing at 21◦C [16].

compared to p-on-n sensors. The n-on-p configuration is preferred for its resistance to type inversion and
enhanced charge collection under extreme radiation, ensuring reliable long-term performance [16].
Final Sensor Types: The HGCAL employs a variety of silicon sensors tailored to meet the requirements
of different fluence regions. Table 2.2 summarizes the key specifications of the sensors.

High-Density (HD) sensors, featuring a thickness of 120 µm, 432 channels, and a compact pad size
of 0.5 cm2, are optimized for high-fluence regions (r<70 cm). In contrast, Low-Density (LD) sensors,
with thicknesses of 200 µm and 300 µm, 192 channels, and larger pad sizes of 1.18 cm2, are deployed in
medium- and low-fluence areas. These designs ensure precise charge collection and efficient operation
across varying radiation conditions.

Figure 2.7 illustrates all sensor configurations utilized in HGCAL. The top row displays the LD-Full
(a) and HD-Full (b) sensors, which are hexagonal in shape and used for the majority of the detector
coverage. The bottom row highlights the Multi-Geometry Sensors (MGS) for both LD (c) and HD (d)
configurations. These MGS sensors are segmented using dicing lines to produce smaller, non-hexagonal
shapes referred to as partial sensors. These partial sensors are specifically designed for the detector
peripheries, optimizing coverage and reducing material wastage.

This comprehensive approach to silicon sensor deployment enables HGCAL to achieve high perfor-
mance and cost efficiency, ensuring reliable operation in the challenging radiation environment of the
HL-LHC.

dact (µm) Full-Size Channels Pad Size (cm2) Φneq (cm−2) TID (Gy)
120 432 (HD) 0.5 7.0×1015 1×106

200 192 (LD) 1.18 2.5×1015 2×105

300 192 (LD) 1.18 5.0×1014 3×104

Table 2.2: Specifications of HGCAL silicon sensors, including active thickness (dact), number of chan-
nels, pad size, maximum fluence (Φneq), and total ionizing dose (TID).
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Figure 2.7: HGCAL sensors illustrating full and multi-geometry configurations. (a) LD-Full sensor
with 192 cells, optimized for low-density regions. (b) HD-Full sensor with 432 cells, designed for high-
density regions. (c) LD-MGS (multi-geometry sensor) and (d) HD-MGS, where dicing lines divide the
hexagonal sensor into smaller, non-hexagonal shapes, referred to as partial sensors. These configura-
tions enable efficient coverage and cost-effective fabrication.

2.5 High Granularity: longitudinal and lateral segmentation

The HGCAL introduces unprecedented longitudinal and lateral segmentation, offering significant capa-
bilities for reconstructing physics objects. The 47-layer configuration, comprising 25 radiation lengths
(X0) and 10 interaction lengths, ensures complete containment of electromagnetic and hadronic showers.
Each layer features cells with sizes ranging from 0.5 cm2 to 1.18 cm2 in the silicon regions and 4 cm2

in the scintillator regions. These fine-granularity layers enable detailed shower and jet reconstruction
and facilitate particle flow algorithms. Energy deposits in the calorimeter are matched with tracks in the
tracker to trace particles back to their primary vertices, a critical feature for mitigating pile-up events at
the HL-LHC.
Longitudinal segmentation: The strategic choice of 47 layers in HGCAL is guided by the need to
maintain Higgs boson mass resolution in H → γγ decays at a level comparable to Phase-I operations.
Originally, the HGCAL design featured 50 layers, comprising 28 in the CE-E and 22 in the CE-H, corre-
sponding to 25 X0 and 10 interaction lengths. However, for cost optimization, three layers were removed
(one double-sided layer, the final CE-E layer, and one CE-H layer). To maintain the required depth
for full shower containment, the thickness of individual absorber layers was increased. This adjustment
ensures robust longitudinal sampling, which is critical for accurate energy measurements and shower
reconstruction.
Lateral segmentation: The lateral segmentation of the HGCAL is driven by several performance and
operational considerations. Smaller cell sizes improve spatial resolution, allowing for precise energy
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measurements and better separation of overlapping showers. However, finer segmentation increases the
number of readout channels, leading to higher power consumption, increased cooling requirements, and
greater bandwidth demands. Conversely, larger cell sizes reduce costs and complexity but can degrade
performance.

The cell sizes in HGCAL are optimized to balance these trade-offs. Silicon pad sizes of 0.5 cm2 to
1.18 cm2 are chosen to accommodate the lateral spread of electromagnetic showers, which is character-
ized by a Moliere radius of approximately 3 cm. A mean cell size below this range ensures sufficient
sampling for accurate energy measurements. Additionally, cell capacitance is kept within manageable
limits to control electronic noise, enabling the detection of MIP signals for inter-cell calibration. Fig-
ure 2.8 illustrates the containment radii (68% and 90%) of energy deposited by photon showers in silicon
layers.

Figure 2.8: Radii, ρ , containing 68% and 90% of the energy deposited in an individual silicon layer by
a photon shower, as a function of the silicon layer. The color-coded rectangles indicate the fraction of
total energy deposited inside the 68% and 90% containment radii of each layer.

The combined longitudinal and lateral segmentation of the HGCAL enables precise reconstruction
of physics objects and shower shapes. The 47-layer design balances performance and cost while en-
suring complete containment of electromagnetic and hadronic showers. The optimized lateral cell sizes
enhance spatial resolution and energy measurement accuracy while keeping system complexity manage-
able. These design choices make HGCAL a powerful tool for advanced physics analyses at the HL-LHC.

2.6 Modular build-up: Layer, Cassettes and Silicon Hex-Modules
The HGCAL has adopted a modular design, where each of the 47 layers consists of cassettes instrumented
with silicon Hex-Modules (or a combination of silicon and tile modules), as shown in figure 2.4. The
details are given below:
Layers: The CE-E includes 26 silicon-only layers (13 double-sided), spanning approximately 41 cm in
thickness, equivalent to 26 X0 and 1.7 λ . This ensures effective containment of electromagnetic showers.
The CE-H comprises 21 layers with a total thickness of 10.7 λ , designed for full containment of hadronic
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showers. The first seven layers (27–33) are silicon-only, while the remaining 14 layers (34–47) are mixed,
incorporating scintillator tiles in the outer regions. Two layers, a silicon only layer from CE-E and a mix
layer from CE-H is shown in figure 2.3.
Cassettes: Each layer is further divided into modular cassettes to facilitate assembly and integration
processes. In the CE-E region, each layer is segmented into six cassettes, covering 60◦ sectors of the
detector as shown in figure 2.4 (middle). In the CE-H region, due to the larger diameter, each layer is
divided into 12 cassettes, covering 30◦ sectors. The cassettes are equipped with silicon Hex-Modules in
high-radiation regions and scintillator tiles in lower-radiation areas. This modular design ensures efficient
assembly, cost-effectiveness, and adaptability to varying geometric constraints.

Silicon Hex-Modules:
The silicon Hex-Module (usually known by silicon module or Hex-Modue ) is the fundamental unit of
the HGCAL silicon region. Approximately 28,000 modules, encompassing 11 variants, are used to equip
the CE-E region and high-fluence areas of the CE-H region. These modules are designed to withstand
fluences ranging from 2×1014 to 1016neq/cm2. A silicon Hex-Module is a glued assembly of a thermally
conductive base plate, a KaptonTM-laminated copper foil, a silicon sensor, and an eight-layer hexagonal
PCB known as the Hexaboard, as shown in figure 2.9 (left). The base plate in the CE-E region is fabricated
from a CuW (75:25) alloy to enhance radiation length, while the CE-H region utilizes cost-effective
carbon-fiber or recently Titanium chosen, to provide similar thermal and mechanical properties. The
Kapton foil ensures electrical insulation and serves as a noise shield for the silicon sensor.

The bonding scheme for the silicon Hex-Module is depicted in figure 2.9 (right). Silicon sensors
are securely bonded to the Hexaboard via stepped holes to maintain reliable connections while avoiding
obstructions for additional connecting components. The bias voltage (BV) is bonded to the backplane
of the sensor through a notch in the base plate, ensuring efficient operation. Following the sensor types
shown in figure 2.7, the silicon Hex-Modules are available in two primary types: High-Density (HD)
modules with pad sizes of 0.51 cm2, and Low-Density (LD) modules with pad sizes of 1.18 cm2. To
ensure optimal coverage, the modules include 11 variants, comprising both full and partial modules.
Partial modules are used to cover the peripheries of the detector.

Figure 2.9: (Left) Exploded view of a silicon Hex-Module: showing the glued assembly of the base
plate, Kapton foil, silicon sensor, and Hexaboard. (Righ) Block diagram depicting the bonding scheme,
including BV connections and Kapton shielding.
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2.7 Physics goals with the upgraded Endcap Calorimeter

The High Granularity Calorimeter (HGCAL) enhances the CMS detector’s capability in high-luminosity
conditions, providing fine spatial and timing resolution. Its unprecedented transverse and longitudinal
segmentation improves the reconstruction of physics objects, facilitating precision measurements. The
following examples, based on HGCAL TDR [6], illustrate key performance aspects.

2.7.1 Lepton and Photon reconstruction

Electrons and photons are reconstructed by correlating energy deposits in the calorimeter with charged
tracks from the tracker. The HGCAL significantly enhances photon reconstruction, particularly in the
forward region of the CMS. Figure 2.10 presents the fractional energy resolution and mass resolution of
photon pairs in simulated high-luminosity conditions.

The left panel of Figure 2.10 shows the fractional energy resolution (σ/E) as a function of transverse
momentum (pT ) for unconverted photons at three pseudorapidity values: η = 1.7 (300 µm Si), η = 2.0
(200 µm Si), and η = 2.4 (100 µm Si). A summing radius of 2.6 cm is applied in the reconstruction. The
results indicate that HGCAL maintains robust performance under an average pileup of 200 interactions
per bunch crossing.

The right panel illustrates the reconstructed invariant mass of photon pairs from Higgs boson decays
(H → γγ), where both photons are detected in the endcap region. The simulation assumes a pileup of
200 events per bunch crossing and excludes pre-calorimeter photon conversions. The measured mass
resolution, σM/M = 1.61±0.02%, corresponds to approximately 2 GeV, affirming the high precision of
HGCAL in Higgs boson measurements at the HL-LHC.

Figure 2.10: (Left) Fractional energy resolution (σ/E) as a function of pT for unconverted photons at
|η |= 1.7 (300 µm Si), |η |= 2.0 (200 µm Si), and |η |= 2.4 (100 µm Si) using a 2.6 cm summing radius.
(Right) Reconstructed invariant mass of photon pairs from H → γγ decay with an average pileup of 200
interactions per bunch crossing. Both plots emphasize the capability of HGCAL to perform in challeng-
ing high-luminosity environments, adopted from HGCAL TDR [6].
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2.8 Relative positioning of HGCAL among LHC Calorimeter sys-
tems

The CMS High Granularity Calorimeter (HGCAL) has been developed to meet the extreme performance
requirements imposed by HL-LHC operations: average pileup of 200 collisions per bunch crossing, radi-
ation doses exceeding 200 Mrad in the endcaps, and the need for 4D reconstruction to suppress pileup and
improve object identification. This section compares HGCAL against representative LHC calorimeters,
with a focus on the following five performance parameters, aligned with the benchmarking methodology
outlined in internal correspondence [79]:

• Energy Resolution: Both stochastic and constant terms.

• Transverse Granularity: Size of readout cells in the transverse plane.

• Longitudinal Granularity: Number of sampling layers.

• Timing Capability: Intrinsic timing resolution of EM layers.

• Radiation Hardness: Resistance to ionizing and non-ionizing damage.

Unless otherwise stated, the comparative values in this section are extracted from the official technical
design reports (TDRs) of CMS [6,80], ATLAS [81], LHCb [41], and ALICE [82], and consolidated with
internal CMS knowledge and private technical exchanges [79].

Calorimeter Technologies at a Glance
Each LHC experiment employs a distinct calorimeter architecture optimized for its physics goals and
experimental layout:

• CMS ECAL/HCAL: Employs PbWO4 crystals (ECAL) with excellent energy resolution and
brass–scintillator tiles (HCAL) for hadronic measurements. ECAL is compact, fast, but sensitive
to radiation damage.

• ATLAS LAr: Uses ionization in liquid argon between copper or lead absorbers. It provides good
radiation hardness and longitudinal segmentation, though cryogenic operation and slower pulse
shaping limit timing resolution.

• LHCb Shashlik: Based on a sandwich of scintillator and lead plates, read out via wavelength-
shifting (WLS) fibers. Offers simple, low-cost construction but suffers radiation-induced degrada-
tion in high-rate environments.

• ALICE FoCal: A forward electromagnetic calorimeter prototype using high-resolution silicon
pads and Monolithic Active Pixel Sensors (MAPS) pixels. Designed for precision spatial granular-
ity in low-pileup, low-radiation heavy-ion conditions.

Energy Resolution
HGCAL has a relatively high stochastic term of approximately 22%/

√
E, compared to 3%/

√
E for CMS

ECAL (PbWO4), 10%/
√

E for ATLAS LAr, and LHCb Shashlik. However, in the forward region where
energy deposits are large, the constant term dominates. HGCAL targets ∼0.3%, comparable to CMS
barrel ECAL (0.3%) and ATLAS LAr (0.2%). LHCb has observed in situ degradation to ∼3% due to
upstream material and fiber aging.
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Transverse and Longitudinal Granularity

HGCAL offers the highest transverse segmentation among all LHC calorimeters, with 0.5 cm2 silicon
pads. CMS ECAL cells range from 5–10 cm2, ATLAS LAr typically uses 2–3 cm bins in η , and Shashlik
modules in LHCb are significantly coarser.

Longitudinally, HGCAL employs 47 sampling layers, enabling detailed shower profiling and im-
proved angular reconstruction. In contrast, CMS ECAL and LHCb have no longitudinal segmentation,
and ATLAS LAr offers three EM layers including a presampler.

Timing Performance

HGCAL aims for a timing resolution of 20–30 ps in high-charge regions. Beam tests have demonstrated a
performance of approximately 40 ps, while the laser setup (see Section 6.6.6) has measured values around
30–35 ps, though this result currently applies to only three channels. The upgraded CMS ECAL (Phase-
2) targets ∼30 ps timing in the barrel. ATLAS LAr is slower due to signal shaping and cryogenic drift
times. LHCb’s Shashlik design claims potential 20 ps precision through dual-end WLS fiber readout, but
this remains to be proven in operational settings.

Radiation Tolerance and Thermal Operation

HGCAL sensors are designed for > 200 Mrad dose and 1016 neq/cm2, with passive cooling at −30◦C
ensuring stability. CMS ECAL endcaps degrade due to radiation-induced loss of transparency in PbWO4
crystals. ATLAS LAr is intrinsically radiation hard, but requires cryogenics at 87 K. LHCb’s Shashlik
has poor radiation tolerance; WLS fibers and scintillators degrade significantly in high-fluence regions,
prompting plans for crystal fiber replacements at low radii.

Hadronic Calorimetry Context

HGCAL CE-H has similar hadronic resolution to the current CMS HCAL (∼ 90%/
√

E ⊕5%), but with
improved granularity and radiation resistance in the inner silicon layers. In contrast, the ATLAS TileCal
achieves better resolution (∼ 52%/

√
E ⊕ 3%), owing to higher sampling fraction, though lacking fine

spatial or timing granularity.

Table 2.3: Comparison of HGCAL with representative calorimeter technologies at the LHC.

Parameter CMS HGCAL CMS ECAL/HCAL ATLAS LAr LHCb Shashlik ALICE FoCal
Active Medium Si + Scintillator PbWO4 + Scintillator Liquid Argon Scintillator + WLS Fibers Si (MAPS + Pads)

Timing Resolution 20–50 ps ∼30 ps (Phase-2) — ∼20 ps (claimed) Not a design goal

Energy Resolution (EM) 22%/
√

E ⊕0.3% 3%/
√

E ⊕0.3% 10%/
√

E ⊕0.2% 10%/
√

E ⊕0.8% ≲3% (test beam)

Longitudinal Layers 47 1 (ECAL), 17 (HCAL) 3 (EM) None 18 (2 pixel + 16 pad)

Transverse Granularity 0.5 – 1 cm2 5–10 cm2 2–3 cm (η) ∼25 mm2 ∼1 mm2

Radiation Hardness >200 Mrad ∼10 krad (ECAL) Very High Low (upgrade planned) Low–Moderate

Cryogenics No (−30◦C passive) No Yes (87 K) No No

Summary: While legacy LHC calorimeters deliver excellent intrinsic electromagnetic energy resolution,
the CMS HGCAL sets a new benchmark in granularity, radiation tolerance, and precision timing. These
attributes are critical for effective 4D event reconstruction and pileup mitigation in the HL-LHC envi-
ronment. A comparative overview of these performance aspects across representative LHC calorimeter
systems is presented in Table 2.3.



2.9. CONCLUSION 43

2.9 Conclusion
The HGCAL represents one of the main upgrades to the CMS detector for phase-II operation, for meeting
the unprecedented challenges posed by the HL-LHC. This chapter has highlighted the motivation for
replacing the existing endcap calorimeters, underscoring the critical need for precision and resilience
under extreme radiation and pileup conditions.

The HGCAL’s 47-layer architecture integrates fine longitudinal and lateral segmentation, comple-
mented by advanced timing capabilities and a modular design. The adoption of silicon sensors in varying
thicknesses ensures high performance in regions of intense radiation, while the hybrid use of scintil-
lator tiles in lower-radiation zones optimizes cost-effectiveness. The use of absorber materials such
as copper-tungsten and stainless steel enhances the detector’s efficiency for both electromagnetic and
hadronic shower containment.

A key feature of the HGCAL is its precision timing capability, enabling robust pileup mitigation and
vertex identification, valuable for reconstructing physics processes. Combined with its granular spatial
resolution, the HGCAL delivers unmatched accuracy in energy, position, and time measurements, ensur-
ing that the CMS detector maintains its sensitivity for Higgs boson studies and beyond.

This chapter has provided a foundation for understanding HGCAL’s innovative design and its im-
portant role in the HL-LHC physics program. The next chapter will explore the electronics and readout
systems, with a particular focus on the HGCROC readout chip.
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Chapter 3
The Front-End Electronics System of
the HGCAL

3.1 Introduction

The HGCAL electronics system is meticulously crafted to address the demanding data acquisition and
processing needs of the CMS detector at the HL-LHC. At the heart of this system lies the HGCROC
(High-Granularity Calorimeter Readout Chip), the primary readout ASIC hosted on the hexaboard. This
chapter focuses on the HGCROC, its functionality, and its integration within the HGCAL framework,
while also providing insights into other critical components that ensure the seamless operation of the data
path.

This chapter begins with an overview of the front-end electronics (FE) chain corresponding to the
Low-Density (LD) region, as detailed in Section 3.2. Section 3.3 introduces the HGCROC application-
specific integrated circuit (ASIC), outlining its role within the CMS HGCAL readout architecture. A
comprehensive description of the HGCROC readout channel is presented in Section 3.4, covering the se-
quence of signal processing stages including the charge-sensitive preamplifier, shaping amplifier, analog-
to-digital converter (ADC), and time-to-digital converters (TDCs) for both time-of-arrival (TOA) and
time-over-threshold (TOT) measurements. The corresponding data flow for digitised output is also de-
scribed. In addition, the section highlights the packaging design of the HGCROC, underscoring its rele-
vance for thermal management, signal integrity, and mechanical integration on the Hexaboard.

Beyond the HGCROC, this chapter introduces additional components essential to the HGCAL data
path. The ECONs (Concentrators), detailed in Section 3.5, perform critical tasks of data compression,
aggregation, and bandwidth optimization before transmitting processed data to the back-end systems.
Similarly, the lpGBT (Low-Power Gigabit Transceiver), discussed in Section 3.8, enables high-speed
data transmission between the front-end and back-end systems, completing the data path architecture.

To support the HGCROC and ensure synchronisation and power stability, two additional ASICs
hosted on the hexaboard are examined. The Rafael Clock Fanout Chip, described in Section 3.6, dis-
tributes high-precision clock and control signals across the front-end electronics. The Low-Dropout Volt-
age Regulator (LDO), discussed in Section 3.7, is a custom radiation-hardened component designed to
deliver stable and efficient power to the HGCAL electronics, even in the harsh radiation environment of
the detector.

By systematically exploring the HGCROC as the central component of the hexaboard, along with
supporting ASICs and key modules in the data path, this chapter provides a comprehensive understanding

45



46 CHAPTER 3. THE FRONT-END ELECTRONICS SYSTEM OF THE HGCAL

of the HGCAL electronics system’s design, functionality, and integration.

3.2 Front-end electronics system overview
The front-end (FE) electronics system is designed to meet the stringent data acquisition and processing
requirements of the HGCAL in the HL-LHC. Figure 3.1 provides a detailed overview of the HGCAL
front-end electronics chain for the low-density region. The Hexaboard, which serves as the primary
readout board, hosts the HGCROC, Rafael, and LDO application-specific integrated circuits (ASICs).
At the core of the system is the HGCROC ASIC, specifically designed for the HGCAL. This radiation-
resistant ASIC is responsible for reading the charge generated by particles impacting the silicon sensors
and determining the arrival time of particles that exceed a predefined threshold of 12 fC, as specified in
the Technical Design Report (TDR) [6].

Figure 3.1: HGCAL front-end electronics chain for the low-density region: This diagram provides
an overview of the key ASICs and boards used in the front-end electronics system. The Hexaboard
hosts the HGCROC, Rafael, and LDO ASICs, serving as the primary readout board. The ECON-D
and ECON-T concentrators are integrated into the Concentrator Mezzanine board, while the lpGBT
and VTRX+ are assembled on the Engine board, which manages both on- and off-detector communica-
tion and control. The Wagon board acts as an interface, connecting multiple Hexaboards to the Engine
board.

After the HGCROC processes the charge and timing information, the data is transmitted to the ECON-
D and ECON-T concentrators. These concentrators play an essential role in data reduction by applying
zero-suppression techniques to eliminate redundant information. The processed data is then sent to the
lpGBT (Low-Power Gigabit Transceiver), which transmits it over high-speed electrical lines at a rate of
1.28 Gbps.

The lpGBT forwards the processed data to the VTRX+, an optical transceiver designed for high-
bandwidth data transmission at 10 Gbps. The VTRX+ ensures reliable communication with the control
room located at the back end via optical uplinks. Additionally, the lpGBT, through the VTRX+, receives
clock signals, fast control, and slow control information from the back end via a 2.56 Gbps downlink and
distributes them across the front-end electronics.

This integrated front-end electronics system ensures robust and efficient data handling, enabling the
HGCAL to meet the demanding operational requirements of the HL-LHC.

3.3 HGCROC, the front-end readout ASICS for HGCAL
The HGCROC is the readout ASIC integrated into the front-end readout boards, referred to as Hex-
aboards. It is available in two specialized variants, tailored to read data from two distinct sensor types:
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silicon sensors and silicon photomultipliers (Si-PMs).
The stringent design specifications for HGCROC are shown in table 3.1 and are driven by the Phase-II

operational conditions, such as the high radiation level and large pileup. To cope with these challenges,
it must be radiation-hardened and should handle up to 200 Mrad absorbed Dose and a 1 MeV neutron
equivalent fluence of 1016 neq cm−2.

Requirement Specification
Dynamic range 0.2 fC to 10 pC (equivalent to 16 bits)

Noise 0.4 fC
Radiation tolerance 200 Mrad, 1016 neq cm−2

Power consumption 20 mW per channel

Pileup Mitigation
Fast shaping (peak < 25 ns), precise timing capability
(25 ps)

Linearity Better than 1% over the full range
Timing Precision Better than 100 ps for pulses above ≈ 12 fC

Shaping Time Peaking-time ≤ 20 ns
On-Detector Digitization and Data
Processing

Included for zero suppression, linearization, and
summing of trigger data

Latency
≤ 36 bunch crossings for trigger primitives at the
output of the detector

Buffering To accommodate the 12.5µ s latency of the L1 trigger

High-Speed Readout Links
Interface with 10 Gb/s low power GBT (lpGBT)
serializer

Table 3.1: The target design specifications of the HGCROC are taken from TDR [6].

As this ASIC is for calorimetric purposes, the design should support a very wide dynamic range,
capable of measuring charges from 0.2 fC to as high as 10 pC in the silicon region. For the Si-PM-based
version, this capability is further extended to manage up to 300 pC while maintaining a noise threshold
below 0.4 fC, equivalent to around 2500 electrons at 65 pF detector capacitance.

The chip design requires a fast shaping time with a peak time of less than 25 ns to handle out-of-time
events effectively. It is designed to ensure that the residual signal contribution to the next bunch crossing
remains below 20%. The chip features precise timing capabilities, with binning intervals of 25 ps. This
enables a timing precision of approximately 100 ps for charges around 10 fC and improves to less than
25 ps for charges near 100 fC or higher [27, 83].

Figure 3.2 provides an overview of the HGCROC-V3b architecture, showcasing its FE readout block
and dual-path design for trigger generation and data acquisition. This finalized version of the HGCROC,
as presented in this thesis, features 78 analog channels categorized into three types: 72 channels for
reading charge and Time-of-arrival (TOA) information from the silicon sensors, 2 calibration channels
designed for low noise and connected to smaller cells for MIP calibration throughout the detector’s life-
time, and 4 common mode (CM) channels to monitor and subtract noise caused by variations in bias
voltag.

Every channel consists of a low-noise, charge-sensitive preamplifier (see section 3.4.1). The HG-
CAL will use silicon sensors in three different thicknesses 300 µm, 200 µm and 120 µm, and MIP signal
produces different amounts of charges (∼ 74 electrons hole pair per micron thickness); therefore, the
gain is to be adjusted so that the MIP produces a measurement of 10 ADC counts. In the preampli-
fier’s linear range, the signal is read by the 10-bit Successive Approximation Register Analog-to-Digital
Converter (SAR-ADC) (see section 3.4.3) via the shaper (see section 3.4.2), which enhances the signal-
to-noise ratio. Over the preamplifier saturation, the charge measurement is conducted using a discrimi-
nator connected to a 12-bit Time-to-Digital Converter (TDC) (see section 3.4.5). The TDC measures the
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Figure 3.2: HGCROC-V3b simplified block diagram: The diagram illustrates the FE readout block and
the dual-path architecture of the HGCROC. The trigger path processes charge data by linearizing, sum-
ming over 4 or 9 channels, and compressing it into a 7-bit format, transmitted via four trigger links for
each bunch crossing (Bx). The DAQ path temporarily stores data in a circular buffer (RAM1) to handle
L1A trigger latency before transferring selected events to FIFO (RAM2) for transmission via two DAQ
links. The main figure is adapted from [17], with minor modifications to illustrate the concept of the
Trigger and Data Acquisition (DAQ) path.

Time-over-Threshold (TOT) with a binning of 50 ps, allowing for a measurement range of up to 200 ns.
Another discriminator associated with an additional 10-bit TDC accurately determines the TOA with a
binning resolution of 25 ps.

The HGCROC processes charge and timing information for each bunch crossing (BX) at a frequency
of 40 MHz, with data being read through ADC, TOT, and TOA measurements. The information is
managed via two distinct paths: the trigger path and the DAQ path. In the trigger path, the ADC and
TOT data from each BX are processed through a charge linearization unit, where the charge is linearized.
Subsequently, the sum of charges from 4 or 9 contiguous channels is calculated to generate a trigger
primitive. This data is then compressed into a 7-bit format using logarithmic and mantissa encoding and
transmitted via four 1.28 Gbps links for each BX (operating at 40 MHz). This trigger data contributes
to the Level-1 Accept (L1A) decision, which determines if a BX contains useful information for further
analysis. The L1A decision, made by the CMS Level-1 trigger system, can take up to 12.5 microseconds.
To accommodate this decision delay, the DAQ path temporarily stores data in a circular RAM buffer with
512 memory locations, each capable of holding 32 bits. Upon receiving an L1A command, the relevant
data is transferred from the buffer (RAM1) to a FIFO (RAM2). From there, the data is transmitted through
two 1.28 Gbps DAQ links at the L1 trigger rate for further processing. This dual-path architecture ensures
both real-time trigger generation and efficient data acquisition, enabling the HGCAL to meet the stringent
requirements of the HL-LHC.

The I2C protocol is used to configure more than 7900 parameters of the HGCROC. The Fast Com-
mand block takes a 320 MHz clock and a fast control command as input and configures HGCROC in
different operation modes like link synchronization, reset, calibration and L1A request etc.

A 40 MHz clock, extracted from the 320 MHz fast command link, is phase-locked to the LHC clock
to ensure synchronization. This clock is distributed to the digital sections of the HGCROC, as well as the
Phase-Locked Loop (PLL). The PLL generates the additional clocks required for the chip’s operation: a
640 MHz clock for the 1.28 Gbps links, an adjustable-phase 40 MHz clock for the ADCs, and a 160 MHz
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clock for the TDCs.
The chip features a symmetrical design, with identical components replicated across its two halves.

Apart from the 1.28 Gbps links, I2C, fast command, and PLL blocks, all other elements, such as 39 analog
channels, bias circuits, reference voltages, a bandgap, data storage, and trigger sum calculator circuitry,
are mirrored in both halves to ensure balanced and reliable performance [26, 27, 83].

3.4 Internal structure of a single channel

A single analog channel of the HGCROC consists of several key components, as illustrated in figure 3.3.
These include a preamplifier, a shaper, a 10-bit Successive Approximation Register Analog-to-Digital
Converter (SAR ADC), and two discriminators, each paired with TDCs of 12-bit and 10-bit resolutions,
respectively.

Figure 3.3: Schematic of a single HGCROC analog channel. Adapted from [18], the diagram shows the
preamplifier, shaper, 10-bit SAR ADC for charge readout, and two discriminators, each paired with a
TDC of 12-bit and 10-bit resolution for TOT and TOA measurements, respectively.

3.4.1 Preamplifier

The preamplifier is the first reading circuitry element coupled with the silicon detector to convert the
input charge coming from the silicon diode to an output voltage. The preamplifier provides the first
amplification of the signal with the best noise performance and forwards it to the shaper or discriminators
for further processing. The preamplifier has mainly two types: voltage-sensitive preamplifiers and charge-
sensitive preamplifiers. The former is shown by a simplified block diagram in figure 3.4 (a) and is used
for scenarios where the detector capacitor ‘C’ is fixed and the input voltage ‘Vin’ is proportional to the
charge ‘Q’ deposited in the detector as shown by equation 3.1, and the output voltage Vout is proportional
to the input voltage and represented by equation 3.2.

Vin(max) =
Q
C
. (3.1)
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Assuming thr open loop gain A ≫ R2/R1

Vout ∼=−R2

R1
Vin .

(3.2)

In semiconductor devices, the detector capacitance is dependent on operating parameters like the deple-
tion level of the diode, and usually, the signal generated by incident particles is very weak compared to
the scintillator or GM (Geiger–Müller) tube [84]. Then, the second type, Charge Sensitive preamplifier
(CSA) is recommended, where the feedback capacitor C f is used to integrate charge from the sensor and
the output voltage is independent of the detector capacitance [19]. A simplified block diagram is shown
in figure 3.4 (b). For high-resolution applications and the detector to be operated at low temperatures
like HGCAL, the DC coupling method is recommended as it’s reduced the stray capacitance in the input
circuitry, enhances the signal-to-noise ratio and provides an option to measure the leakage current at the
output of preamplifier [85].

(a) Voltage Sensitive Preamplifier

(b) Charge Sensitive Preamplifier

Figure 3.4: A basic model of the voltage-sensitive preamplifier (a) and charge-sensitive preamplifier
with detector capacitance Cd and feedback components C f and R f (b) are shown and adopted from
[19].

The detailed derivation for the gain of the charge-sensitive preamplifier is explained in [73]. For the
inverting amplifier, the configuration is shown in figure 3.4 (b), the voltage gain is given by

dVout/dVin =−A ⇒Vout =−AVin, (3.3)

where “Vin” is the input voltage, “Vout” is the output voltage, and “A” is the open-loop gain of the amplifier.
Assuming the input impedance is = ∞ , i.e., no signal current flows into the amplifier input, so the voltage
across the feedback capacitor C f is the voltage difference of Vin and Vout , given by

Vf =Vin −Vout ⇒Vf = (A+1)Vin. (3.4)

And “Q f ” the charge deposited on the feedback capacitor C f is

Q f =C fVf =C f (A+1)Vin. (3.5)

Qin = Q f (since Zi = infinite, then Qin input charge remain same as Q f ) . (3.6)

The effective input capacitance, known as dynamic input capacitance, is given by the following equa-
tion 3.7:

Cin =
Qin

Vin
=C f (A+1). (3.7)



3.4. INTERNAL STRUCTURE OF A SINGLE CHANNEL 51

The gain of the ideal charge-sensitive preamplifier is given by equation 3.8:

AQ =
dVout

dQin
=

A · vin

Cin · vin
=

A
Cin

=
A

A+1
· 1
C f

≈ 1
C f

(A ≫> 1). (3.8)

The total charge Qs generated by the detector is split between the detector capacitance Cd and input
capacitance Cin. The input charge Qin flows into Cin, while the remaining charge Qd flows into Cd . The
relationship is:

Qs = Qin +Qd . (3.9)

The voltage across Cin and Cd is the same since they are connected in parallel; therefore

Vin =
Qin

Cin
=

Qd

Cd
⇒ Qd = Qin ·

Cd

Cin
. (3.10)

Substitute Qd into 3.9 :

Qs = Qin +Qin ·
Cd

Cin
= Qin

(
1+

Cd

Cin

)
. (3.11)

The fraction of the input charge ‘Qin’, flowing into the preamplifier to the total charge ‘Qs’ generated
in the detector with capacitance Cd , is given below.

Qin

Qs
=

1

1+ Cd
Cin

≈ 1 (if Cin ≫Cd). (3.12)

The above equation 3.12 recommends that the dynamic input capacitance Cin » Cdet , to have all generated
charges integrated by C f .

The HGCROC uses a charge-sensitive preamplifier, dc-coupled to a silicon sensor. The gain, as shown
by equation 3.8, has an inverse proportion to the feedback capacitance ‘C f ’ . The feedback resistor R f
contributes to the shaping of the output pulse as its product with C f decides the time constant for the
circuit. By modifying the feedback resistance and capacitors, the amplifier’s gain and time constant can be
adjusted. The available values of feedback components for the silicon version of the HGCROC are listed
in Table 3.2. The feedback capacitor is divided into two components, namely Cf and C fcomp. The gain
of the preamplifier is determined by the combination of both capacitors and the feedback resistance. The
C fcomp is connected in a modified manner to enhance the stability of the preamplifier. The arrangement
of the feedback resistor and capacitors is tuned such that the product of R f ‘ and C f ’ remains constant,
resulting in a signal with consistent duration throughout the data-taking process. Figure 3.5 illustrates
the simulation results of the preamplifier, showcasing various gains while keeping the R f ×C f product
constant.

The preamplifier has two outputs:

1. Outpa is linked to the shaper and TOT discriminator with a DC operating point ranging from 160
to 200mV.

2. OutC fpa is linked to the TOA discriminator, and the DC operating point is around ′Out pa′+V gs,
which is roughly 500mV.

The whole dynamic range can be read in three different stages:

1. A linear stage, the preamplifier’s output is directly proportionate to the input charge, this goes till
300 mV.
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R f (Ω) 25 K,50 K, 66.66 K, 100 K
In parallel, these resistors provide 15 values to be
adjusted with the C f and C fcomp values to get a
decay time constant around 10 ns.

C f (fF) 50,100,200,400
Combined with the C fcomp capacitors, provide
the gain of the preamplifier.

C fcomp (fF) 100, 200

Same purpose as Cf capacitors, but connected
differently to improve the preamplifier stability.
From gain point-of-view can be considered in
parallel with C f capacitors.

Table 3.2: Different combinations of C f , C fcomp, and R f for different gain settings of HGCROC, taken
from HGCROC’s datasheet [18].

Figure 3.5: Gain and feedback resistance as functions of feedback capacitance (C f ): The left plot shows
the preamplifier gain (gainPA) at an input charge of 10 fC, demonstrating a decrease in gain as C f in-
creases. The right plot illustrates the feedback resistance (R f ) values relations with the feedback capaci-
tance C f , adopted from HGCROC’s datasheet [18].

2. A non-linear stage, where the preamplifier is not-linear, but not yet saturated and it goes till 600 mV.

3. Saturated Mode, where an increase in input charge does not increase the amplitude of the output
pulse, instead, the pulse gets wider and wider, at this point, the charge measurement is controlled
by the Time over threshold mechanism.

3.4.2 Shaper

The shaper circuit is used for enhancing the signal-to-noise ratio. The output from the preamplifier is
a time-varying pulse, and by analyzing its Fourier transform, the frequency spectrum can be used to
distinguish the signal from noise. A filter designed to select specific frequency bands of interest improves
the signal-to-noise ratio. This process, which also modifies the time-domain response and alters the shape
of the pulse, is referred to as pulse shaping [73]. Figure 3.6 (a) illustrates this process, where a sharp pulse
broadens after being processed by the shaper.

Figure 3.6 (b) shows a CRRC (Capacitor-Resistor-Resistor-Capacitor) shaping network, which con-
sists of multiple components: a CR stage (differentiator circuit) acting as a high-pass filter to eliminate
high-frequency noise, followed by an RC stage (integrator circuit) functioning as a low-pass filter to sup-
press low-frequency noise. In practice, the CR stage is often combined with several RC stages to form a
higher-order CRRC network, typically referred to as CRRCn. For practical applications, four RC stages
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(a) A sharp pulse processed by a shaper.

(b) A CRRC shaping network.

Figure 3.6: (a) illustrates a sharp current pulse and its processed output with peaking time Tp. (b) repre-
sents a CRRC shaping network.

(n = 4) are sufficient to produce an output pulse with a Gaussian shape [19]. The time required for the
shaped pulse to reach its peak amplitude, known as the peaking time, is given by Tp = nτ , where n repre-
sents the nth order and τ is the time constant of the shaping network, determined by the RC values in each
stage. The output response EOut of the CRRCn circuit at instant time t to an input pulse E is expressed as:

EOut =
E
n!

( t
τ

)n
e−t/τ . (3.13)

In the HGCROC, the shaper design consists of three stages: a Sallen-Key filter, an RC2 filter, and
a unity gain buffer to drive the ADC. This fourth-order RC shaper typically exhibits a peaking time
of approximately 23 ns. The shaping time can be adjusted by ±20% to account for process variations,
ensuring that out-of-time pileup remains below 20%. The primary goal of the shaper is to optimize the
signal-to-noise ratio across the full dynamic range (approximately 1 V) while minimizing pulse overlap
between consecutive bunch crossings. To achieve this, the pulse must decay sufficiently so that its tail
does not exceed 20% of the next bunch crossing. The ideal shaping time, maintained in the range of 20
to 25 ns, is closely tied to the preamplifier feedback, which governs both gain and decay time. As shown
in figure 3.7, the preamplifier and shaper outputs for an input charge of 10 fC illustrate how the two-bit
RC shape register adjusts different peaking times.

The inverting and non-inverting shapers provide flexibility for handling signals with differing polar-
ities, ensuring compatibility with various sensor configurations. Their global DC threshold levels are
controlled using 10-bit DACs (inv_vref and noinv_vref) to configure the ADC pedestal levels. To
further enhance uniformity and minimize channel-to-channel dispersion, a 6-bit DAC is employed for
per-channel fine adjustments.

The differential outputs of the inverting and non-inverting shapers (SH-noinv−SH-inv) are then dig-
itized by a per-channel 10-bit ADC.

3.4.3 Analog-to-Digital Converter (ADC)

The ADC (Analog-to-Digital Converter), is a key component used to convert analog signals, character-
ized by their continuous-time and continuous-amplitude nature, into discrete-time and discrete-amplitude
digital data. This conversion process is required to make the analog signals suitable for further processing
within digital systems. There are various types of ADCs, a few of which are listed below and their detail
description can be found in references [86–89]:

• Flash ADC: Known for its high-speed operation, the Flash ADC employs a bank of comparators to
determine the input voltage range and produce a corresponding digital output. It is primarily used
in applications requiring very high-speed conversions but at the cost of high power consumption.
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Figure 3.7: Preamplifier and shaper output pulses for a 10 fC input at a typical ADC gain range of 160
fC. Different colors represent different peaking time configurations set by the two-bit RC shape register,
adopted from HGCROC’s datasheet [18].

• Sigma-Delta ADC: This type of ADC utilizes oversampling and noise shaping techniques to
achieve high resolution over a narrow bandwidth, making it ideal for audio and precision instru-
mentation applications.

• Pipeline ADC: By dividing the conversion process into multiple stages, the Pipeline ADC handles
portions of the signal sequentially. It offers a balance between speed and resolution, making it
suitable for medium-to-high-speed applications.

• Successive Approximation Register (SAR) ADC: The SAR ADC employs a binary search algo-
rithm to approximate the input voltage step-by-step. It is recognized for its high resolution, low
power consumption, and moderate speed, making it well-suited for energy-constrained and high-
density systems.

Selection of SAR ADC for HGCAL

In the HGCAL, where millions of readout channels must operate within stringent power budgets, the
SAR ADC stands out as the optimal choice. Figure 3.8 compares the energy efficiency (P/Sampling
Rate in pJ/Hz) and Effective Number of Bits (ENOB) for various ADC architectures, including SAR,
Flash, Pipeline, and Sigma-Delta ADCs. The plot highlights that SAR ADCs occupy the most power-
efficient region for 8–10-bit resolutions, outperforming other architectures in balancing power efficiency
and resolution [20, 90, 91].

This efficiency is particularly important for HGCAL, where the power budget per channel is limited
to approximately 20 mW as specified in the design requirements [6]. SAR ADCs provide high resolution,
linearity, and accuracy while minimizing power consumption, making them the ideal choice for this high-
density system.
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Figure 3.8: Energy efficiency (P/Sampling Rate) versus Effective Number of Bits (ENOB) comparison
of ADC architectures, including SAR, Flash, Pipeline, and Sigma-Delta ADCs. SAR ADCs demon-
strate superior energy efficiency in the 8–10-bit resolution range [20].

SAR ADC architecture in HGCROC

The HGCROC integrates a 10-bit SAR ADC designed with ultra-low and frequency-scalable power con-
sumption, developed by AGH in Krakow [21]. This ADC is tailored for high-performance data ac-
quisition in multi-channel readout systems. Its compact design, with a pitch of 146 µm and an area of
0.088 mm2, makes it ideal for the dense channel layout of the HGCAL.

The basic architecture of the SAR ADC is illustrated in figure 3.9, with additional functional details
available in references [21] and [92]. The architecture consists of three primary components:

1. Track-and-Hold Circuit: This stage samples the input signal (Vin) and holds it constant during the
conversion process. Bootstrapped switches are employed to ensure precise sampling and minimize
distortions caused by variations in the input signal.

2. Digital-to-Analog Converter (DAC): The DAC generates an analog output voltage (VDAC) corre-
sponding to the current digital approximation of the input voltage. The HGCROC’s DAC utilizes
a binary-weighted capacitor array, which efficiently performs charge redistribution and reference
voltage generation. The DAC output voltage is calculated using Equation 3.14:

V i
DAC =

{
0 for i = 0,

Vref
2N−1−1 ·∑

i
k=1 (2 ·DN−k −1) ·2N−1−k for 0 < i < N −1.

(3.14)

where N is the resolution (10 bits for the HGCROC ADC), i is the comparison step index, and
DN−1−i is the comparator output at the ith step.

3. Dynamic Comparator: This component compares Vin with VDAC at each step, determining whether
the input voltage is higher or lower. The comparator output guides the SAR logic, which adjusts
the DAC for the next approximation. The process iterates for 10 cycles, resolving one bit per cycle.

The SAR ADC’s asynchronous and dynamic control logic optimizes speed and power efficiency.
Its performance is evaluated through static metrics like Integral Non-Linearity (INL) and Differential
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Figure 3.9: Block diagram of the 10-bit SAR ADC architecture implemented in the HGCROC. It in-
cludes bootstrapped switches for signal sampling, a binary-weighted capacitor DAC, a dynamic com-
parator, and asynchronous control logic for efficient signal conversion [21].

Non-Linearity (DNL), both approximately 0.5 least significant bit (LSB), and dynamic metrics such as
Signal-to-Noise and Distortion Ratio (SINAD) and Effective Number of Bits (ENOB). Equations 3.15
and 3.16 define these parameters:

SINADidcal(dB) = 10log10

(
PS

Nq

)
= 6.02 ·N +1.76(dB). (3.15)

ENOB =
SINADreal −1.76

6.02
. (3.16)

The HGCROC SAR ADC achieves SINAD values of ∼58 dB and ENOB values ranging from 9.2 to
9.35 for dynamic signals, improving to 9.42–9.5 for DC signals. The ADC supports a scalable sampling
frequency from 10 kHz to 40 MHz, with linear power consumption scaling at 22 µW/MS/s. The power
efficiency of the ADC is evaluated using the figure of merit (FoM), which is defined in Equation 3.17
and illustrated in figure 3.10. The FoM provides a quantitative measure of the ADC’s efficiency by
correlating power consumption with resolution and sampling frequency [21, 90].

FoM =
Power

2
SINAD−1.76

6.02 · fsample

. (3.17)

Figure 3.10 depicts the relationship between FoM and sampling frequency for the HGCROC SAR
ADC. The recorded FoM values, ranging from 33 to 50 fJ per conversion step, underline the ADC’s ability
to balance power efficiency and resolution effectively. The figure demonstrates that the ADC maintains
stable efficiency at lower sampling frequencies, with a slight increase in FoM observed as the sampling
frequency nears 40 MHz. This trend highlights the ADC’s capability to deliver reliable performance even
at higher operating frequencies, aligning with the stringent power constraints of the HGCAL system.

3.4.4 Descriminators

The discriminators are electronic circuits used to convert the analog pulse information to a digital signal.
It is a comparator that compares the input signal amplitude at one of its input ports to a voltage threshold
set on the other input port. If the input signal amplitude is greater than a certain threshold, the discrimi-
nator responds by issuing a standard ‘High’ logic signal, otherwise, the output is false or zero. It can be
considered a one-bit ADC. Some main features of a discriminator are:
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Figure 3.10: Power efficiency versus sampling frequency for the 10-bit SAR ADC implemented in
HGCROC [21]. The figure illustrates the relationship between the figure of merit (FoM), measured in
femtojoules per conversion (fJ/conversion), and sampling frequency, ranging from 10 MHz to 40 MHz.
The SAR ADC demonstrates consistent power efficiency at lower sampling frequencies, with a gradual
increase in FoM observed as the frequency approaches 40 MHz, underscoring its capability to sustain
energy-efficient operation across a wide frequency range.

• Sensitivity: The lowest signal that a discriminator can detect, mainly depends on the circuit noise
level.

• Delay: The time delay between the input signal and discriminator output.

• Speed: the highest frequency of the input signal for which a discriminator can response.

• Jitter: The time fluctuation in the threshold crossing, which mainly depends on incoming pulse
amplitude.

• Dual-pulse resolution: The minimum time between two incoming signals that can be resolved.

In the HGCROC, each channel is equipped with two discriminators as shown in figure 3.3, serving
distinct purposes: one measures the TOT, while the other determines the TOA. The TOT discriminator is
connected to the preamplifier’s output Outpa, which has a DC operating point ranging between 160 and
200 mV, as detailed in the section 3.4.1. Conversely, the TOA discriminator is linked to the preamplifier’s
secondary output, OutC fpa, whose DC operating point is approximately Out pa+Vgs, typically around
500 mV.

The thresholds for the TOT and TOA discriminators are controlled by two global 10-bit DACs:
Tot_vref and Toa_vref, each offering a resolution of 0.25 mV per LSB. To address channel-to-
channel variations and improve uniformity, two local 5-bit trimming DACs, Trim_dac_tot and Trim_dac_toa,
are employed, with a resolution of 1 mV per LSB. These trimming DACs ensure precise adjustments for
individual channels, reducing per-channel dispersion.

The thresholds for the discriminators are configured using the following equations, as derived from
the HGCROC datasheet [18]:

Toa_threshold = Toa_vref < 9 : 0 >−Trim_dac_toa < 4 : 0 >, (3.18)

Tot_threshold = Tot_vref < 9 : 0 >−Trim_dac_tot < 4 : 0 > . (3.19)

This architecture enables precise and independent control of the TOT and TOA thresholds, critical for
optimizing the performance of each channel in the HGCROC system.
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3.4.5 Time to digital converters (TDCs), TOT, and TOA
The HGCROC employs two specialized Time to Digital Converters (TDCs) to digitize the timing data
from the discriminators. These TDCs, developed by the CEA IRFU group at Saclay, operate on the prin-
ciple of amplifying time residuals. The TDC architecture is divided into three main blocks, as illustrated
in figure 3.11:

Figure 3.11: Block diagram of the three-stage TDC architecture in HGCROC. A 8 bits global counter
clocked at 160 MHz provides two Msbs for timing of each channels. The 5-bit CTDC starts with a dis-
criminator event (’Start’) and stops at the next rising edge (’Stop’). The Pulse Replicator refines the
measurement, and the 3 bits FTDC provides sub-cycle timing precision (taken from datasheet [18]).

1. An 8-bit global Gray counter, which determines the two most significant bits (MSBs) shared across
all channels.

2. A 5-bit Coarse TDC (CTDC), responsible for the middle portion of the measurement.

3. A 3-bit Fine TDC (FTDC), which encodes the least significant bits (LSBs).

The Gray counter operates with a 160 MHz clock derived from the PLL. Its 2-bit resolution covers
one bunch crossing (25 ns) in four clock ticks. The CTDC is equipped with 32 delay lines (CDL) that split
the 160 MHz clock period into 32 intervals of 195 ps, extracting pulse residues that are further expanded
into a series of pulses using a Pulse Replicator (PR). An in-channel discriminator within the CTDC locks
the phase of the STOP signal to the 40 MHz reference clock.

For higher precision, a Time Amplifier (TA) is employed to amplify the interval between the hit
and the next CDL step by a factor of 8 or 16, depending on the required resolution. This amplified
interval is encoded into three bits by the FTDC. The outputs from the Gray counter, CTDC, and FTDC
are combined into a digital block, producing TDC data with up to 11-bit resolution (12.5 ps) or 10-bit
resolution (24.4 ps). Figure 3.12 illustrates the working principle of TOA and TOT TDCs.

Time of Arrival (TOA) TDC

The Time of Arrival (TOA) TDC in HGCROC measures the arrival time of signals exceeding a predefined
threshold (12 fC, as specified in the TDR [6]). When the TOA discriminator detects an event, it generates
a START signal. This signal halts the propagation in the CTDC’s 5-bit delay lines upon the next rising
edge of the 160 MHz clock, as depicted in figure 3.12. To enhance precision, the FTDC further resolves
the timing by measuring the fine interval ∆T , encoding it into three bits. The combined thermometer
codes from the CTDC and FTDC are then converted into binary format for digital processing. TOA
data is temporarily stored in the on-chip RAM for further analysis but does not contribute directly to the
Level-1 trigger decision.
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Figure 3.12: Detailed illustration of TOA and TOT TDC principles. The TOA measurement is initiated
when the TOA discriminator triggers upon the rising edge of the signal crossing the VTOA threshold.
This initial timing is captured by the 5-bit Coarse TDC (CTDC), which measures the interval up to the
next rising edge of the 160 MHz clock. For enhanced resolution, the timing is further refined by the 3
bits FTDC. Concurrently, the TOT measurement starts and stops when the signal’s falling edge crosses
the VTOT threshold. The TOT duration is calculated as the difference between the TOT and TOA mea-
surements, (taken from datasheet [18]).

Time Over Threshold (TOT) TDC

When the preamplifier saturates, the amplitude of the output pulse ceases to maintain linearity with re-
spect to the input charge. Under these conditions, the charge information is extracted from the pulse width
by exploiting the timing characteristics of the signal. The TOT TDC is specifically designed to measure
the pulse width of such saturated signals, thereby providing information about the deposited charge.

The measurement process is initiated by the TOA trigger, which marks the START time. A dedicated
TDC measures the duration between the rising edge (START) and the falling edge (STOP) of the signal,
as detected by the TOT discriminator. This process is illustrated in figure 3.12, ensuring precise timing
and charge extraction even under preamplifier saturation.

The TOT duration is derived by subtracting the TOA TDC measurement from the TOT TDC mea-
surement.The calculated TOT values are stored in the on-chip RAM, remaining valid for a single 40 MHz
clock cycle. For non-TOT events, the corresponding memory address is populated with a zero code,
ensuring unambiguous differentiation in the recorded data.

Master DLL and channel calibration

The HGCROC features two MASTER DLL (Delay Lock Loop) blocks, one for each half of the chip.
Each MASTER DLL calibrates its respective 36-channel group to ensure precise timing synchronization
and uniformity. Calibration occurs in three stages:

1. Adjusting the primary DLL reference voltage to stabilize the timing reference.

2. Fine-tuning the CTDC for coarse timing adjustments.
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3. Calibrating the FTDC for precise timing resolution.

This hierarchical calibration process ensures reliable and accurate time measurements across all chan-
nels, a critical requirement for HGCAL operations [93].

Specifications of TOA and TOT TDCs

The specifications for the TOA and TOT TDCs are summarized in Table 3.3, highlighting their resolution,
range, power consumption, and other critical parameters.

Specifications TOA TDC TOT TDC
Resolution ∼25 ps RMS <50 ps RMS

Range 10 bits over 25 ns 12 bits over 2–200 ns
Conversion Rate >40 MHz (bunch clock) ...

Power Consumption <2 mW/channel <2 mW/channel
Min. Time Between Hits 25 ns 200 ns

Area Pitch: 120 µm Pitch: 120 µm
Technology TSMC 130 nm TSMC 130 nm

Temperature Range −30◦C −30◦C
Fixed Latency ... 12 bunch crossings

Table 3.3: Specifications of TOA and TOT TDCs from the HGCROC datasheet [18].

3.4.6 HGCROC packaging
The HGCROC packaging employs advanced bonding techniques to improve power distribution and mit-
igate noise and cross-talk. Unlike conventional wire-bonded approaches, the HGCROC connects the sil-
icon die to the Ball Grid Array (BGA) package via C4 (controlled collapse chip connection) bumps [94].
The transition from traditional wire-bonding to Flip Chip C4 bump bonding, significantly reduced the
coherent noise fraction from 80% in earlier wire-bonded packages to 10% in the BGA configuration and
as low as 5% in Flip-Chip BGA packaging [83]. Two distinct BGA packaging configurations have been
developed, as shown in figure 3.13:

1. Low-Density Package: The Low-Density (LD) substrate, measuring 20 mm × 16.8 mm with 376
bumps, incorporates a 0.8 mm BGA pitch. This configuration is specifically designed for low-
density Hexaboards, facilitating the readout of LD silicon sensors having a cell size of 1.1 cm2.
The LD package accounts for approximately 80% of total Hexaboard production, ensuring cost
efficiency and streamlined manufacturing processes.

2. High-Density Package: The High-Density (HD) substrate, measuring 17 mm × 8 mm with 345
bumps, utilizes a 0.6 mm BGA pitch. This package is optimized for high-density Hexaboards,
supporting the readout of the HD silicon sensors with a cell size of 0.5 cm2.

The design of the packaging is governed by several critical parameters, including the pin count, fan-
out, and pitch dimensions, all of which directly impact the printed circuit board (PCB) technology. The
Low-Density (LD) package, which dominates Hexaboard production, incorporates a relaxed pitch design
to expedite manufacturing while maintaining sufficient electrical performance. This approach ensures
high yields and cost-efficiency for large-scale production, aligning with the requirements of the CMS
HGCAL upgrade.
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Figure 3.13: (a) Low-Density HGCROC package with a 0.8 mm BGA pitch, primarily used for LD
Hexaboards. (b) High-Density HGCROC package with a 0.6 mm BGA pitch, utilized in HD Hex-
aboards for high-fluence regions.

3.4.7 Data paths and data formats

After the FE readout block, the charge (ADC and TOT) and TOA data has two paths: DAQ path and
TRIG paths. Details are below:

DAQ data path

The ADC and TDCs outputs are fed into the Latency manager block, which delays the ADC output by
fixed delay (ADC+ Align_buffer delay = 13Bx) to align with the TDCs value, as the TOT TDC could
be busy in conversion for up to 200 ns to measure charges up to ∼ 10 pC. The TOT-encoding block
compresses the 12-bit TOT to 10 bits to have equal numbers of bits as ADC and TOA. This information
is continuously buffered into 512 positions of deep circular buffer memory ‘RAM1’ and waits for “L1 A
command” that comes from the CMS Level 1 Trigger after analyzing the relevant Trigger data.

For each channel, including both normal and calibration channels, the data is formatted into 32-bit
words. The content of the 30 bits is determined by the charge amount and the threshold crossed, as
outlined in Table 3.4. This framing ensures that all relevant information about the event is compactly or-
ganized for efficient processing. The “Characterization” mode is used primarily for debugging purposes.
In this mode, all ADC, TOA, and TOT data for the same event are buffered in RAM1. The two MSBs
are reserved for critical flags: tp and tc which are used for data packet validation. The tp flag indicates
‘TOT in progress,’ signaling that ADC value can be corrupted. The tc flag signifies that the TOT process
is completed, marking the end of the pulse measurement and ensuring that the second 10 bits in the data
frame are TOT data not ADC. These flags play important role for data integrity and its implementation
ensures that no critical timing or charge information is lost during acquisition.

The ADC data for the DAQ path is without pedestal subtraction. The common mode channels only
provide ADC data. The Latency Manager includes both the align buffer and a portion of TDC digital
processing, which together contribute to the functioning of the DAQ path. These synchronized ADC,
TOA, and TOT information are sent onto RAM1 using a phase-adjustable 40 MHz clock.

Table 3.5 and figure 3.14 show the details contents for DAQ frame. There are two DAQ links, one for
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ADC (BX-1) ADC (BX) TOT (BX) TOA (BX) Charge collection Data type
1 x x x(= 0) Q < TOA_th Normal
2 x x x Q < TOT_th Normal
3 x x x Q > TOT_th Normal
4 x x x Characterization

Table 3.4: DAQ word contents based on TOA and TOT thresholds. An ‘x‘ in the table indicates that the
corresponding field is included in the frame. When the charge is below the TOA threshold, the frame in-
cludes ADC (BX-1), ADC (BX), and TOA (BX) with TOA = 0. When the TOA threshold is crossed but
the TOT threshold is not, the frame includes ADC (BX-1), ADC (BX), and TOA (BX). When the TOT
threshold is exceeded, the frame consists of ADC (BX-1), TOT (BX), and TOA (BX). In characteriza-
tion mode, all ADC, TOT, and TOA values are included in the frame.

# DAQ link 2 (no sharing, 1 per side)
Idle word 4 b header +28 bits configurable by SC (Slow control, I2C)

# 32b-word send by single L1 39+1 CRC-32
# of Idle packet after each & frame » 1

Bits order MSB first

Word (W ) order / half chip

1w with header / counters
1w with 2×CM
18w with channels 0 to 17
1w Calib
18w with channels 18 to 35
1w CRC-32

Header 0101+ BxCounter + EventCounter + OrbitCounter + HammingErrors +0101
Checksum CRC-32bits

Link type / speed CLPS @ 1280Mbps

Table 3.5: DAQ frame structure for each DAQ link.

each half of the HGCROC, with a link speed of 1.28 Gbps. The DAQ frame has 40x32bit words, starting
with a header word, then 38 words (36 normal channel, 1 x calibration, 1 x32bit word for presenting the
data for 2 CM channels), and then a word for the 32-bit CRC of all earlier data words. The data frame
is followed by at least 1 idle frame whose pattern is programable via slow control. The DAQ header
contains different counters and error flags.

When the chip receives the L1A command, the data of the event that occurred a programmed number
of bunch-crossings (Bx) earlier (value defined by slow control: typically 12.5 us) is put into RAM2
together with the time tag and Event Counter (EC) values. The latter EC is then increased. Due to the
pipelined nature of the internal architecture, the system can manage consecutive L1A. The chip transmits
the data provided that RAM2 is not vacant; otherwise, it transmits the IDLE pattern. In this manner,
RAM2 functions as a FIFO circular buffer.

TRIG path and data formats

The ADC and TOT data of each channel are fed into the TRIG path. The data processing for the TRIG
path includes the following steps:

• Charge linearization: This stage involves the deduction of ADC and TOT pedestals and the conver-
sion of TOT values into ADC units by utilizing a multiplication factor derived during the calibration
process. It is decided at this step to whether send ADC or TOT for further trigger processing.
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Figure 3.14: The 40 words DAQ frame followed by at least a single idle word is shown

• Trigger sum: This segment calculates the sum of 4 cells (for Low-density sensors) or 9 cells (for
high-density sensors), referred to as Trigger primitive generation.

• Data compression: The value of the trigger sum is compressed to 7-bit data format (Floating point
with 4-bit exponent and 3-bit mantissa) format to reduce the bandwidth of the data.

The Trigger data format consists of four Trigger links, 2 for each half of HGCROC. Each link operates
at a speed of 1.28 Gbps, as shown in Table 3.6. A Trigger frame is broadcast for each bunch crossing
event. The frames are composed of groupings called Trigger cells (TC), which come in two sizes: either
4 cells (TC4) or 9 cells (TC9), selectable by slow control. A Trigger link consists of a collection of 4 TC.
The data is organized in 32-bit words, with the first 4 most significant bits (MSB) acting as the header
and the following 28 bits serving as the payload. Each 7 bits within this 28-bit payload corresponds to
encoded data for a single trigger cell. Figure3.15 visually represents the mapping of all trigger links, their
corresponding Trig-link numbers, and the channel numbers they cover.
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# Trig-link 2 or 4 (configurable)
Link type / speed / Bits order CLPS @ 1280Mbps with MSB first

Possible to switch-off unused link Yes (partially)
Serialisation factor 32 (i.e. 32 bits per 25 ns )

Packet composition
header (4 bit )+ payload (28 bits )
4 header = packet [31 : 28]
28 payload = packet [27 : 0]

Header

- During startup : 4’b1010 on all links (enabled or disabled)
- During run phase :
- LINKRESETROCT procedure: 4’h9 @ BCT else 4’hA on all
links (enabled or disabled)
- else : 4’h9 @ BCT else 4’hA for enabled links, 4’h0 for disabled links

Payload

- During startup: configurable idle word (default 28 ’hCCC_CCCC) on all links
(enabled or disabled)
- During run phase:
- LINKRESETROCT procedure: configurable idle word (default
28’hCCC_CCCC) on all links (enabled or disabled)
- else: 4 consecutive Trigger Cells (TC) for enabled links, 28 ’h000_0000 for
disabled links

Trigger cell (TC) encoding
Floating point with 4 bits exponent and 3 bits mantissa
Exponent= TC[6:3]
Mantissa = TC[2:0]

Table 3.6: Trigger link data frame details from HGCROC datasheet [18].

Figure 3.15: 28-bit payload for all Trigger links ”Trig− link[0..3]” with all Trigger cells (TCs) for 4 and
9 cell sums, adopted from HGCROC datasheet [18].
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3.5 ECONS: Concentrator ASICs for HGCAL Data Processing
The ECONs (Concentrators) are custom-designed ASICs engineered for on-detector data compression
and selection, ensuring efficient data processing and transmission under the stringent constraints of the
HGCAL. These constraints include limited power and bandwidth resources, as well as the radiation tol-
erance required for operation in the high-radiation environment of the CMS detector at the HL-LHC.

The concentrator ASICs, ECON-D and ECON-T, play a critical role in validating data quality and
reducing data bandwidth through the application of several sophisticated algorithms. The resulting data
stream is directed to the lpGBT module, which subsequently transmits it to the back-end (counting room)
via optical fiber connections. Hosted on the Concentrator Mezzanine Board in the low-density regions and
on the HD-Wagon Board in the high-density regions. Although not directly integrated into the Hexaboard,
the ECONs are discussed here to provide an overview of all components essential for HGCAL operations.

Two distinct ASICs, ECON-T and ECON-D, are specifically tailored to address the requirements of
the Trigger and Data Acquisition (DAQ) paths, respectively.

3.5.1 ECON-T: Concentrator for Trigger Data
The ECON-T is responsible for receiving and processing trigger data. Each HGCROC ASIC transmits
four trigger elinks at 1.28 Gbps for every bunch crossing, which are processed by the ECON-T. It selects
or compresses the trigger data and prepares it for off-detector transmission at 40 MHz. The ECON-T
supports five user-programmable algorithms for data selection and compression: Threshold Sum (TS)
Algorithm, Super Trigger Cell (STC), Best Choice (BC), Repeater Algorithm, and Autoencoder (AE)
Algorithm. Detailed descriptions of these algorithms and their application are available in references
[95, 96].

3.5.2 ECON-D: Concentrator for DAQ Data
The ECON-D is designed for the Data Acquisition (DAQ) path, receiving two DAQ elinks per HGCROC
at a data rate of 1.28 Gbps for the L1 trigger rate (750 kHz). The ECON-D performs several critical
operations:

• Zero Suppression, with programmable corrections for common mode noise and BX-1 pileup.

• Error Condition Analysis, generating and transmitting reset requests to the back-end.

Further details about the ECON-D are available in [97, 98].

3.5.3 Specifications of ECON ASICs
Table 3.7 summarizes the key specifications of both ECON-T and ECON-D ASICs.

Specification Details
TID tolerance 220 Mrad
SEE tolerance 3×106/cm2/s hadrons with E ≥ 20 MeV
Low power consumption 5 mW/channel (total ECON-T+D: 500 mW each for ECON-T and ECON-D)
Power-optimized design Clock/data gating
Inputs/outputs 12 inputs, 6-13 outputs (most modules use 1-2 outputs) with 1.28 Gbps data rate
Package 128-pin LQFP

Table 3.7: Design specifications for ECON-T and ECON-D ASICs.
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(a) Rafael chip block diagram.

(b) 48 pin QFN 12x12 package.

Figure 3.16: (a) The block diagram of Rafael fanout chip (b) the 7×7 QFN package of Rafel chip.

3.6 Rafael fanout chip
The Rafael is a radiation-tolerant ASIC designed for the clock and fast command fanout of the HL-LHC
experiment. It is hosted by the LD-Hexaboard in the Low-Density region, and due to space constraints
on the HD-Hexaboard, necessitates its mounting on the HD-Wagon board. Its operating voltage is 1.2 V
with +- 10 % tolerance and could withstand up to 200 Mrad radiation levels. It has 3 differential inputs
and 13 differential outputs. The block diagram and the package information of the chip are shown in
figure 3.16. It can be configured as a single fan-out buffer distributing one of the three inputs to up to
13 outputs or a double buffer distribution of one input to six outputs and the 2nd input to 7 outputs. The
detail specifications of Rafael ASICs are listed in table 3.8.

3.7 Low dropout voltage regulator (LDO)
The SGC773000-CRN01 is a custom-designed, radiation-hardened low-dropout regulator (LDO) op-
timized for the HGCAL project. This LDO combines rapid response, robust regulation, and enhanced
stability, making it ideal for the demanding requirements of the CMS HGCAL front-end electronics. It
offers exceptional power supply rejection ratio (PSRR), soft-start functionality, over-current protection,
and thermal safeguarding, operating seamlessly with ceramic output capacitors ranging from 33 µF to
62 µF across a temperature range of −40◦C to +125◦C.

Within the HGCAL power tree, a 10 V input is supplied externally to the detector and stepped down
to 1.5 V by a BPOL12-based DC-DC converter. The 1.5 V output is distributed as separate sources for the
analog and digital subsystems of the front-end electronics. The SGC773000-CRN01 further regulates
this supply to the required 1.2 V point-of-load voltage for the HGCROCs, ECON-T, and ECON-D ASICs.

The SGC773000-CRN01 supports advanced functionality, including a 2-bit DAC for digital adjust-
ment of the output voltage in ±50 mV steps via the P50 and M50 pins. Additional features include:

• Power Enable (EN): Allows digital switching of the LDO on and off.

• Power Good (PG): Indicates logic high when the output voltage exceeds 95% of VO and logic low
when it falls below 90%.

• Over-current Protection: Identified by the OCZ-tab pin for currents exceeding 5 A.
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Feature Specification
Configuration choices Single buffer or dual buffer

Fan-out factors 1 : 13 or (1 : 6 and 1 : 7)

Signaling
CLPS for differential input/output signals; LVCMOS
for control

Frequency range DC to 400MHz
Channel to channel output skew 50ps

Part to part output skew 300ps
Propagation delay 1.5 ns

Additive jitter Less than 2ps over 1 Hz−100MHz range
Driver current setting per group of
outputs 1 mA,2 mA

Pre-emphasis settings per group of
outputs 1 mA,2 mA

Power supply voltage 1.2 V
Power consumption standby state 11 mW

Technology 130 nm TSMC
Package 7 mm×7 mm 48-pin QFN

Radiation hardness Tolerant to 200 Mrad cumulative dose

Temperature range
−30◦C to +40◦C guaranteed, with graceful
degradation above

Table 3.8: Rafael ASIC design specifications

• Thermal Safeguards: Ensures reliability for temperatures exceeding 85◦C.

The LDO’s intrinsic bandgap allows fine-tuning of VO by adjusting resistor divider values (R1 and
R2). While the default output is 1.2 V, minor variations can be applied to optimize production binning.
Approximately 70,000 units will be deployed within HGCAL, where they are expected to endure radiation
doses up to 200 Mrad and hadron fluences reaching 8×1015 n/cm2 (1-MeV Si equivalent) [99].

Figure 3.17 illustrates the basic configuration of the SGC773000-CRN01, and Table 3.9 summarizes
its critical design specifications.

Symbol Description Min Typ Max
VI (V) Input voltage 1.20 1.50 2.00
VO (V) Regulated output voltage 1.15 1.20 1.30
Imax (A) Maximum output current - - 3
PdQFN24 (mW) QFN power dissipation - - 800

Table 3.9: Key design specifications of SGC773000-CRN01.

For additional details, consult the LDO datasheet [100].

3.8 lpGBT: Low-Power Gigabit Transceiver and VTRX+
The Low-Power GigaBit Transceiver (lpGBT) and the VTRX+ module are critical components of HG-
CAL’s high-speed, bidirectional optical networks, specifically designed to meet the demands of high-
energy physics experiments. The lpGBT functions as a serializer and deserializer (SERDES) ASIC,
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Figure 3.17: Simplified application configuration of the LDO.

while the VTRX+ is a radiation-hardened optical module comprising a laser diode driver (LDD), a tran-
simpedance amplifier (TIA), and commercial VCSEL and PIN photodiode components. Together, these
components enable robust communication between the detector’s front-end electronics and off-detector
back-end systems via optical fibers and COTS (Commercial Off-The-Shelf) transmitters and receivers.

Data Communication architecture: The lpGBT communicates with the back-end using two high-
speed links:

• Uplink: Operates at 5.12 or 10.24 Gbps, transmitting data from the detector to the back-end.
Forward Error Correction (FEC) options (FEC5 or FEC12) ensure data integrity. The FEC5 con-
figuration supports up to seven eLinks per lpGBT at a link speed of 1.28 Gbps.

• Downlink: Operates at 2.56 Gbps, distributing control signals, clock synchronization, and config-
uration data to the front-end electronics.

Each link is divided into three fields:

• IC-field (80 Mbps): Transmits ASIC control information.

• EC-field (80 Mbps): Dedicated to external control data.

• D-field: Allocated for data transmission, supporting up to 1.28 Gbps for the downlink and 8.96
Gbps for the uplink, depending on the configuration.

Integration with HGCAL Electronics: In the HGCAL electronics hierarchy, lpGBTs are hosted on
Engine boards, which serve as intermediaries between the back-end and the detector front-end electron-
ics. The LD-Engine board employs three lpGBTs (one receiver and two transmitters) with one VTRX+
module, while the HD-Engine board uses six lpGBTs (two receivers and four transmitters) with two
VTRX+ modules. These boards distribute clocks, control signals, and fast commands to Hexaboards via
interconnects like the Wagon board, which is passive in the LD region but an active and complex board
in the HD region, hosting ASICs such as Rafael and ECONs.
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Key functionalities: The lpGBT provides several critical functionalities to enable efficient data com-
munication and system control:

• Supports up to 7 eLinks for uplink and 4 eLinks for downlink communication.

• Incorporates 10-bit ADCs for monitoring voltages, currents, and temperatures across detector mod-
ules.

• Integrates programmable GPIOs to control and monitor power states (e.g., Power Enable, Power
Good).

• Distributes slow control data using an I2C interface in a star topology to serve multiple HGCROCs
and ECONs on a single Hexaboard.

Role in data transmission: The lpGBT aggregates HGCROC output data, including DAQ and trigger
links, and serializes it for transmission via VTRX+ modules to the back-end. Analog monitoring signals,
such as voltage levels from the DCDC and LDO converters, and control signals like reset and power
enable for HGCROCs and ECONs, are also routed through the lpGBT’s GPIO and ADC interfaces. This
ensures seamless integration of digital data and critical control information within the HGCAL system.

3.9 Conclusion
In this chapter, we have gone through all the ASICs used in the front end of HGCAL electronics. These
ASICs, including HGCROC, ECON-D, ECON-T, lpGBT, VTRX+, Rafael, and LDO, play pivotal roles
in the functionality of the HGCAL electronics system. The HGCROC, functioning as the core readout
chip, has been studied in detail, delving into the sub-part level of individual channels. Its function is to
capture and process the charge deposited by incident particles within the detector, along with measuring
the time of arrival of charges exceeding a predetermined threshold. Subsequently, this processed data
is forwarded to ECON-D and ECON-T through dedicated Data Acquisition (DAQ) and Trigger (TRIG)
links.

The concentrators ASICs, ECON-D, and ECON-T are responsible for applying several algorithms to
validate data quality and reduce data bandwidth. The resulting data stream is then directed to the lpGBT
module, which, in turn, transmits it to the back end (counting room) via optical fiber connections. lpGBT
receives the clock, fast, and slow control commands from the back end. The clock and fast commands are
distributed to front-end ASICs through the Rafael chip. The slow control commands are managed through
an I2C link, employing a star topology with one common link serving all HGCROCs and ECONs on the
Hexaboard.

It is important to stress that the specifications of these ASICs, especially HGCROC, Rafael, and LDO,
will be the main factors driving the design constraints of the Hexaboards (Next chapter).
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Chapter 4
Hexaboards, readout boards for the
HGCAL Si-Module

4.1 Introduction
The Hexaboard is an 8-inch readout board designed for the silicon layers of HGCAL at the HL-LHC.
It serves as the interface between silicon sensors and data acquisition systems, reading charge and ToA
signals from the sensors and transmitting DAQ and trigger data to concentrator boards. With 11 variants
tailored for full coverage of the silicon layers, the Hexaboard is engineered to deliver precision and relia-
bility in a radiation-intense environment while meeting stringent spatial and operational requirements.

The chapter begins with the formulation of a guiding research question and proceeds to examine the
key drivers and design constraints in Section 4.2. Section 4.3 examines the key factors influencing its
design, including the geometry of the silicon sensors, the operational constraints of readout ASICs, and
the integration requirements within the detector.

The subsequent section (sec: 4.4) delves into the complexities encountered during the design and
fabrication phases. Issues such as maintaining flatness, accommodating component density, and ensuring
manufacturability under tight tolerances are discussed, highlighting the collaborative solutions that drove
progress.

Section 4.5, provides an overview of the Hexaboard variants developed to meet diverse sensor con-
figurations. These include designs tailored for both low-density and high-density silicon sensors, as well
as partial boards engineered for specialized geometric regions within the HGCAL detector.

Further, section 4.6 details the integration schemes for power distribution, clock and control signal
routing. It describes how these systems were meticulously designed to support efficient and reliable
operation under the physical and electronic constraints of the detector environment.

Finally, section 4.7 showcases the finalized Hexaboard versions, including the V3-LD and V3-HD
designs, which represent the culmination of iterative refinements and validation efforts. These boards
embody the advanced engineering solutions necessary to meet the high demands of the HL-LHC.

4.2 Research Motivation and Design Specification for Hexaboard
The Hexaboard design is to mark a pivotal phase in the realization of the HGCAL front-end readout
system. This section is to provide a unified foundation to define the motivation, integration challenges,
and performance constraints that are to guide the Hexaboard design strategy.

71
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4.2.1 Research Motivation and Key Design Question
The primary research question that steer the Hexaboard development is:

How can a modular, sensor-compliant, and electronically stable readout PCB be architected
to integrate within the strict 5.1 mm vertical space available above the Hexaboard surface,
while meeting all signal, power, grounding, and high-speed communication demands for
tiled deployment in the HGCAL cassette environment, ensuring manufacturability and bond-
ability with silicon modules, achieving good yield for mass production and assembly, and
being verifiably qualified through lab measurements and beam tests to ensure its operational
performance prior to production.

This question is to reflect the complex, multidimensional design space involving electrical, ther-
mal, mechanical, and integration constraints. The Hexaboard is to ensure the safe, noise-resilient, and
performance-stable operation of all hosted ASICs, bonded silicon sensors, and connected mezzanine
boards throughout its lifecycle. Even a robust ASIC such as HGCROC is to risk significant underper-
formance if exposed to PCB-level flaws such as poor grounding, excessive crosstalk, or routing noise.
Therefore making meticulous electrical design, simulation, and iterative validation in both lab and beam-
test environments absolutely essential.

4.2.2 Design drivers and constraints
Sensor-driven requirements: The board is to be compatible with all 11 sensor variants (6 low density
(LD) and 5 high density (HD)), including full and partial geometries. Sensor pad density is to dictate the
ASIC configuration and analog routing density. The cell size is to influence the choice between LD or
HD HGCROC. Mechanical safety is paramount—the board is to mechanically support the sensor while
ensuring minimal capacitance to ground. This is to be achieved by keeping the bottom-most copper layer
clear of any electrical connections.
HGCROC integration: Each board is to accommodate 2 to 6 HGCROC chips. Each HGCROC is to
support 72 analog channels, 4 common-mode channels, and 2 calibration channels. The HGCROC is to
transmit DAQ and trigger data through two high-speed DAQ links and up to four trigger links (reduced
to two in HD configurations). It is also to include dedicated interfaces for Fast Command, a 320 MHz
Clock, and I2C for slow control. Reset lines and analog parameter monitoring are also to be supported.
Preserving the analog dynamic range requires careful routing, minimal crosstalk, and robust grounding
Powering and Grounding: Power is to be delivered as 10 V from the PP0 (cassette outer edge) interface,
converted locally to 1.5 V using BPOL12-based DCDC converters, and then regulated to 1.2 V using low
dropout regulators (LDOs). Due to space and the harsh radiation environment of HD region, the DCDC
modules are to be deported to LD regions. Each HGCROC is to require approximately 1 W, so the
cumulative load is to be considered in the DCDC and LDO design. A common-grounding topology is
to be employed with, while maintaining separate analog and digital power domains, in order to facilitate
noise isolation and ensure stable performance
Signal routing requirements: Up to 460 analog channels are to be routed symmetrically in the group
of 4 (for LD) or 9 cells (for HD hexaboard) to form trigger primitives. These signals are to be routed on
the mid-layer, with shielding provided by adjacent GND planes. Digital high-speed signals (DAQ, Trig
at 1.28 Gbps and 320 MHz Clock and Fast Command) are to be routed on dedicated 100 Ω differential
layers. For the complex case, like the full HD board, 12 DAQ, 12 Trig, 3 Clock320, 3 Fast Command,
and 3 I2C links are to be supported. Layer planning is to be optimized to minimize switching and ensure
clean signal return paths.
High voltage clearance: Sensor biasing is to reach up to 1000 V at end-of-life. To ensure safety and
reliability, all high-voltage nodes are to maintain at least 2 mm clearance from any low-voltage or signal
routing.
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Mechanical integration and thermal management: The complete assembly to be built above the Hex-
aboard—including all mounted components, DCDC converters, mezzanine boards (such as Engine and
Concentrator), and service passage for ground, 10 V power, and high voltage—is to remain within the
strict 5.1 mm vertical envelope. The PCB is to be fabricated with halogen-free materials and limited to
a maximum thickness of 1.3 mm. Provisions are to be included for wire bonding, pick-and-place tool-
ing, and service routing (including power, HV, and optical fibers). Mezzanine modules are to connect
through dedicated DF12-series connectors, which are also to contribute to the mechanical integrity of the
assembly.

Thermal dissipation is to be strategically managed via the connectors of the connecting boards, such
as the wagon and concentrator mezzanine, which are intended to function both as signal interfaces and
as thermal pathways. The primary source of heat—originating from the DCDC converters—is to be
transferred to the Hexaboard through a combination of thermally conductive adhesive tape and connector
interfaces. All heat, whether from components directly mounted on the Hexaboard or from connected
mezzanine boards, is to be spread laterally across internal copper planes, typically using at least one-
ounce copper layers. From there, heat is to be conducted downward toward the sensor and then routed
through the sensor to the baseplate interface, ultimately reaching the thick copper cooling plate embedded
in the cassette infrastructure.

Table 4.1: Summary of Target Specifications for Hexaboard

Feature Specification / Target
Sensor Type Hexagonal Si (11 variants: 6 LD, 5 HD); full LD (192 pads), full

HD (432 pads); up to 6 guard rings.
Analog Channels Up to 460 analog signals with shielded layers, are to be routed in a

specific pattern to form trigger primitives of 4 or 9 cells.
HGCROC Support 2–6 per board; each with 2 DAQ + 4 (LD) or 2 (HD) Trig links.
Fast Control 1 Fast Command + 1 CLK320 per chip.
Powering 10 V → 1.5 V (DCDC) → 1.2 V (LDO); HD region to be powered

via deported DCDC located in LD regions.
Stack-Up Multi-layer; analog routed on shielded mid-layer; 1.28 Gbps and

320 MHz on dedicated layers.
PCB Thickness 1.3 mm with 10% tolerance (halogen-free); 8-inch board format,

with stephole structures.
Signal Integrity 100 Ω differential routing; separate layers for analog and digital

signals.
High Voltage Isolation ≥2 mm spacing from sensor HV pads to other traces.
Noise Target (ENC) <2000e (LD 300 µm), <2700e (LD 200 µm), 2250e (HD 120 µm)
Performance Verification Laser TOA setup, lab tests, beam tests.
Vertical Envelope Total 5.1 mm above the Hexaboard surface.
Integration Compatibility Wagon, Concentrator mezzanines and DCDC board to connect via

connectors; Engine board requires 0.7 mm clearance above HB.
ASIC Radiation Hardness All onboard ASICs (HGCROC, Rafael, LDOs) are to pass radia-

tion qualification
EMC Compliance DCDC modules are to meet EMC standards and be individually

verified.
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Timing and Noise Performance: Target Equivalent Noise Charge (ENC) is < 2000e for 300 µm LD
sensors, < 2700e for 200 µm LD sensors, and 2250 e for 120 µm HD sensors. Timing performance is to
be verified using a precise laser-based injection setup and beam test setup.
Verification and Qualification: The entire design is to be verified using signal integrity and power
integrity simulations. Functional validation is to include bare board testing, sensor-attached modules,
and beam test measurements. All ASICs hosted by the Hexaboard—such as HGCROC, Rafael, and any
LDOs—are to qualify for radiation hardness. Moreover, external boards, particularly DCDC modules
with switching elements and coils, are to comply with EMC requirements and are to be individually
validated to ensure they do not compromise Hexaboard performance.
Summary of Target Specifications: The summary specification for the Hexaboard design and validation
is given in table 4.1. This comprehensive specification framework defines the boundary conditions for
the Hexaboard architecture and forms the basis for the layout and component choices elaborated in the
design strategy section that follows.

4.3 The strategy for the Hexaboard
The Hexaboard is a specialized printed circuit board (PCB) developed for the silicon region of the HG-
CAL. Its primary functions are to measure charge signals from silicon pads and determine their time of
arrival with high precision, low noise and a large dynamic range. With its unique hexagonal geometry,
the Hexaboard integrates multiple HGCROC ASICs, designed to minimize electronic noise and handle a
broad dynamic range and operate reliably in radiation-hard environments. Processed data is transferred
to the concentrator board and subsequently to the engine board for off-detector processing.

This section examines the critical aspects of the Hexaboard design, including influencing factors
such as the characteristics of the silicon sensors, constraints of the readout chips, and the geometric
and baseline requirements of the detector. The design objectives are defined to align with the needs of
HGCAL, and the strategy to achieve these goals is outlined.

4.3.1 Key Influencing factors in Hexaboard design

The architecture of the Hexaboard is shaped by multiple critical factors, stemming from the character-
istics of the silicon sensors, the attributes of the readout chips, and its integration within the detector
structure. These considerations collectively influence the physical layout, electronics design, and inter-
facing requirements of the Hexaboard.

The silicon sensor, which the Hexaboard is designed to read out, is a critical factor influencing the
design of the readout board. Key parameters such as cell size, cell count, physical geometry, and connec-
tivity scheme significantly impact the Hexaboard’s layout and functionality.

Figure 4.1 illustrates the low-density (LD) silicon sensor, consisting of 192 normal cells, guard rings
(GR), and calibration cells. The complete layout is shown in (a), while (b) provides a zoomed-in view
of key features. Passivation openings at hexagonal cell junctions facilitate bonding with HGCROC pins,
ensuring efficient readout. Dedicated GR openings enable grounding to the Hexaboard, minimising noise
and enhancing electrical stability in high-radiation environments. Calibration cells, optimised for signal-
to-noise performance, support detector calibration using the MIP signal. Centrally positioned laser holes
enable sensor characterisation through controlled optical excitation.

Beyond the sensor characteristics, the Hexaboard design is significantly influenced by the attributes
of the HGCROC ASICs. These ASICs are optimized for low noise (∼ 2000e) and large dynamic range
(0.2 fC to 10 PC), but their packaging and physical constraints impose specific requirements on the Hex-
aboard. The pin count and configuration of the ASICs dictate the density of connections on the board,
while stable power rails with defined ripple margins are essential to maintain reliable operation. Further-
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Figure 4.1: LD silicon sensor layout with key design features. (a) The complete sensor consists of 192
normal cells, 6 calibration cells, and 6 passivation openings for Guard Ring (GR) grounding. (b) The
zoomed-in view highlights passivation openings for bonding with HGCROC pins, laser holes for sensor
characterization, and dedicated calibration cells.

more, low-impedance return paths are critical to minimize signal interference and ensure robust analog
and digital performance.

The Hexaboard design must accommodate region-specific variations within the detector while ensur-
ing seamless electrical and mechanical integration with adjoining PCBs, such as DCDC, concentrator,
Wagon, and engine boards. Vertical space constraints further dictate component heights and alignment,
necessitating careful design to maintain compatibility in high-speed data transfer, power delivery, and
mechanical mounting

The Hexaboard design balances sensor geometry, ASIC constraints, power integrity, and mechanical
integration, requiring a meticulous approach to ensure precise signal readout and reliable operation in the
HGCAL environment

4.3.2 Objectives of the Hexaboard design
The primary objective of the Hexaboard design is to function as the active element of the silicon module,
where the Hexaboard is glued together with the silicon sensor, Kapton-shielded copper plate, and base-
plate. It must facilitate the precise readout of every sensor cell, provide essential electrical connections
such as bias voltage (upto ∼ 1 KV) delivery and robust grounding for the guard ring and copper shield and
incorporate apertures aligned with the sensor’s laser holes to enable light injection for characterization
and validation during experimental testing.

Given the stringent 5.1 mm vertical space constraint in the HGCAL detector, a modular design ap-
proach is essential. The Hexaboard serves as the base or foundational component, permitting the integra-
tion of additional mezzanine boards for extended functionality and provide passage for services inluding
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power distribution and optical links.
Similarly, the Hexaboard design needs to be extended beyond the sensor edges to provide physical

protection for the delicate silicon sensors, thereby enhancing system longevity and reducing the risk of
damage during assembly. Integrated alignment features further facilitate automated assembly, minimizing
manual handling and potential errors.

Finally, the Hexaboard must comply with the project’s electrical specifications by delivering a clean,
well-decoupled power distribution network to the HGCROC and ensuring robust signal integrity for high-
speed signals of 320 MHz clock and fast commands and 1.28 Gbps DAQ and Trigger links.

The following sections detail the strategies employed to achieve these objectives.

4.3.3 Hexaboard design strategy
To achieve the outlined objectives, the Hexaboard design strategy focuses on precise integration with
the silicon sensors and optimal functionality within the HGCAL detector environment. This involves
addressing critical design aspects such as sensor compatibility, signal integrity, mechanical robustness,
and manufacturability, all while adhering to stringent spatial constraints.

Figure 4.1 illustrates the layout of the silicon sensors, where each diode pad features passivation
apertures at its corners. At the vertices of the hexagonal cells, three adjacent pads are typically accessible,
while edge cells are restricted to two. Additionally, six trapezoidal guard ring passivations are distributed
along the sensor’s perimeter, enabling stable electrical grounding. The application of bias voltage is
facilitated through a dedicated passivation opening on the backside of the sensor. These sensor features
dictate the key structural and functional elements of the Hexaboard.

Design concept and geometry replication: With these considerations in focus, the Hexaboard was
conceptualized to replicate the sensor’s hexagonal shape, defining its outline and boundary to align pre-
cisely with the sensor edges. To ensure complete protection, the board’s outline is extended by 100 µm
beyond the sensor edge, as depicted in figure 4.2. This extension by 100 µm reduces the probability of

Figure 4.2: The outline of the Hexaboard is 166.80 mm, is extracted from the silicon sensor design, in-
corporating a manufacturing and placement tolerance of ±0.1 mm. This design ensures that the Hex-
aboard remains within the baseplate boundary of 166.94 mm ±0.05, providing protection to the sensor
while avoiding conflicts with adjacent modules, provided by the University of California Santa Barbara
(UCSB) , the pilot Module Assembly center (MAC) for HGCAL.



4.3. THE STRATEGY FOR THE HEXABOARD 77

exposing the sensor edge during module assembly, to 0.18%, confirmed by a statistical analysis for sili-
con module tolerance shown in figure 4.3 (left), adopted from [22]. Moreover, the analysis in figure 4.3
(right) demonstrates that this extension does not cause the Hexaboard to exceed the baseplate boundary,
the probability of such an occurrence is only 0.0006%.

Figure 4.3: A simulation study for outline tolerance performed by UCSB (the University of California
Santa Barbara, the pilot MAC) found that considering tooling error in PCB fabrication and placement
margin of Hexaboard on silicon sensor, with a 100 µm hangover, a chance to expose silicon sensor on
one side is ∼ 0.18%, adopted from [22].

By maintaining this alignment, the Hexaboard ensures mechanical stability, minimizes the risk of
physical damage to the sensors, and provides robust integration with other detector components.

To facilitate electrical connectivity with each diode cell, the design incorporates a step-hole structure,
positioned at the intersections of three adjacent hexagonal cells. This configuration allows access to the
passivation opening of the sensor pads, enabling secure wire bonding to the bonding pads located on
layer 6 of the Hexaboard, as shown in figure 4.4 (a). For edge cells and guard rings, offset step-holes are

Figure 4.4: A design and cross-sectional view of step-hole and bonding strategy for signal and bias volt-
age pads for the module is shown.
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introduced, ensuring effective grounding of the guard ring. Notches at the board’s edges are included to
ground the copper shield of the Kapton-laminated cover layer. Dedicated bonding pads on the backside
of the Hexaboard are provided to establish a reliable connection between the bias voltage (BV) and the
sensor’s backplane passivation as shown in figure 4.4 (b) which depicts the diagram for the bonding and
connectivity with analog channels and Bias voltage pads.

Figure 4.5: Depicting the Hexaboard’s step-hole feature (a) and its two-stage fabrication method (b),
with the first five layers constituting PCB1 and the final three layers forming PCB2, each with distinct
outlines.

The realization of this step-hole structure relies on a two-stage lamination process, as depicted in
figure 4.5. The top five layers (PCB1) are shaped with a 4 mm-diameter hole, while the bottom three
layers (PCB2) feature a reduced 2 mm-diameter hole. These two sub-assemblies are laminated using no-
flow glue to form the complete step-hole architecture, followed by thru-holes, via plating, and outer layers
processing. This step-hole structure not only ensures reliable connectivity for each sensor cell but also
prevents conflicts between bonding wires and adjacent boards or service cables, thereby upholding the
precision and safety of the Hexaboard’s connectivity features, a critical aspect of the HGCAL detector.

Modular integration and assembly considerations: The Hexaboard design adopts a modular ap-
proach to address the stringent 5.1 mm vertical space constraint in the HGCAL detector, ensuring seam-
less integration with on-detector electronics and efficient utilisation of available space. Serving as the
primary base component, the Hexaboard supports multiple mezzanine attachments tailored to specific
functions. These include the DCDC mezzanine for on-detector power regulation, the Concentrator mez-
zanine for data and trigger concentration, and the Wagon board, which connects the Hexaboard to the
Engine board. The Engine board, equipped with lpGBT and VTRx+ modules, facilitates essential tasks
such as I2C-based slow control, fast control, and clock distribution. This modular configuration ensures
reliable operation, precise control, and smooth integration with the detector infrastructure.

To support automated assembly and maintain mechanical compatibility, the Hexaboard incorporates
designated free areas as no-component and no-drill zones, enabling the use of vacuum pick-and-place
tools for accurate alignment and handling of components. These features reduce manual intervention and
assembly errors while ensuring proper alignment of the Hexaboard with the sensor and baseplate during
the module assembly process. By combining modular integration with thoughtful assembly considera-
tions, the Hexaboard design achieves robust functionality and reliability while addressing the tight spatial
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constraints and high precision requirements of the HGCAL environment.

Design with signal and power integrity considerations: The Hexaboards are designed with rigorous
signal and power integrity to support the system’s wide dynamic range (0.2 fC to 10 pC) and meet a
stringent noise limit of ∼2000 electrons. They handle high-speed fast commands and clocks with a 320
MHz range, as well as multiple 1.28 Gbps DAQ and trigger links, with all high-speed signals routed
as 100 Ω±10% differential lines. These strict noise and data quality requirements demand meticulous
attention to signal and power integrity, ensuring consistent performance under the demanding operational
conditions of the HGCAL system.

Incorporating sensor geometry replication, a two-stage step-hole architecture, modular integration,
and stringent signal and power integrity measures, the Hexaboard design fulfills the HGCAL detector’s
spatial and electrical requirements.

4.4 Hexaboard challenges
The Hexaboard faces numerous stringent requirements stemming from its intricate design and the de-
manding operational environment. These challenges span the entire development process, from initial
design to module assembly and final integration into the detector cassette. Addressing these challenges
requires careful consideration of constraints from multiple sources, which are discussed in the following
subsections.

4.4.1 Fabrication challenges
The fabrication of an 8in large Hexaboard with 100s of step-holes, bonding pads with the stringent
requirements of flatness and surface quality makes it a very difficult task to achieve. The complexity
comes from the stepped structure of the step-hole implemented at Layer 6 as shown in figure 4.5, which
leads to an asymmetrical PCB stack-up. Having to accommodate numerous bonding pads for both the
LD and HD configurations requires a significant number of step-holes, making it challenging to ensure
board flatness, a crucial factor for functionality and stressless integration with the silicon sensor into the
module assembly. Figure 4.6 (a) illustrates a board with a flatness issue. An uneven board is not ideal for
assembly as it could put unnecessary pressure on the sensor, raising the chances of potential damage.

Furthermore, during the final compression cycle of two sub-PCBs (PCB1 and PCB2) to have a step
structure, there are often issues with the adhesive non-flow glue, that might seep into the step-hole, ac-
cidentally overlapping with sections of the bonding pads, and cause a hindrance in the bonding process.
This glue seepage issue is shown in figure 4.6 (b). The frequency of the occurrence of these issues was
high at the initial prototyping phase, but with continued contact between the designer and manufacturer,
these issues have been solved and the yield has improved.

4.4.2 Module assembly center (MAC) constraints
The Hexaboard is the active part of the silicon module and necessitates meticulous attention during the
design phase to meet the MAC constraints. Hexaboards need to be assembled as modules with a sili-
con sensor, a Kapton-laminated copper shield, and a base plate, which demands micron-level alignment
accuracy for the sensor and different features of the Hexaboards. Key design elements include ensuring
the Hexaboard’s outline extends by 100 um beyond the sensor for sensor protection, placing step-holes
exactly at the center of the vertices of the hexagonal pads for uniform coverage of adjacent cells, and
positioning analog channel bonding pads tangentially to the sensor’s passivation region, right at the step-
hole’s inner edge, for optimized bonding automation.
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Figure 4.6: A few of the Hexaboard fabrication challenges: (a) the non-flat PCB, could not be assem-
bled with a silicon sensor in the module, (b) The glue seepage issue on the bonding pad poses a signifi-
cant challenge for bonding of the partially covered pad.

Hexaboard flatness is another critical requirement from MAC, deviations could apply undue pressure
on the silicon sensor, risking damage. Therefore, design specifications demand strict flatness with a bow
and twist under 0.75% of the PCB diagnal length. Alignment features such as fiducial marks and the
“Free areas” shown in figure 4.7 (a) are crucial for precise assembly. Four fiducial marks are placed
symmetrically at the four corners of the Hexaboard, providing reference points for the gantry tool. The
free areas are designated no-go zones for components and vias, essential for the vacuum cups of pick-
and-place tools. Accommodating these free areas (7 in LD and 10 in HD designs), each of the areas with
an outer diameter of ∼ 14.27 mm, amidst hundreds of step holes, represents a considerable challenge that
has been resolved through iterative efforts, validations by UCSB, and design adjustments.

The MAC also imposes stringent requirements to ensure all bonding pads are accessible for bond-
ing procedures. Sufficient clearance must be maintained in front of each bonding pad to accommodate
the bonding tool’s backside angle structure, as depicted in figure 4.7 (b). The figure shows the experi-
ments conducted at UCSB’s MAC, which determined the necessary clearances for components of varying
heights from the outer edge of the step-hole in the area in front of a bonding pad. It was found that for
components with heights of 1 mm, 1.6 mm, and 2.5 mm, the safe distances from the step-hole’s outer
edge are 2.25 mm, 2.75 mm, and 3 mm, respectively. Furthermore, it is crucial to pay special attention
to aligning the bias voltage and shield bonding pads with the corresponding slots in the base plate and
Kapton shield.

The constraints essential for proper module assembly are addressed during the design phase and sub-
sequently verified through an iterative validation procedure involving continuous communication between
the design team and the Module Assembly Centres (MAC). This collaborative approach has proven ef-
fective in refining and confirming the design guidelines with each new iteration, beginning from the
prototyping phase.

4.4.3 Electronics constraints

The readout board design is heavily influenced by the HGCROC specifications, available in two pack-
aging options. The LD version utilizes a 17mm×20mm BGA with a pitch of 0.8mm, designed for the
LD variant of the Hexaboard. In contrast, the High Density (HD) version features a 17mm×8mm BGA



4.4. HEXABOARD CHALLENGES 81

Figure 4.7: A few constraints of MAC validation: (a) Part of Hexaboard displaying the fiducial mark
for gantry alignment, many 14.27 mm Free areas for pick and place tool vacuum cups, (b) the bonding
pad’s font-area clearance and its criteria is shown, The bond-ability of a pad require a minimum of 2.5
mm space in front region, from the edge of step hole to 1 mm heighten components.

with a more compact pitch of 0.6mm, as illustrated in figure 4.8. The fabrication technology choice, PCB
layer stack-up, and BGA fanout scheme are customized to meet the unique needs of each package type.

Figure 4.8: The HGCROC V3 packages: HD-package in the V3-HD-Hexaboard (left) and LD-package
in the V3-LD-Hexaboard (right), with decoupling capacitors placed in proximity for optimized perfor-
mance.

The primary design objective of the Hexaboard is to enable low-noise readout of the silicon sensor
while allowing the time-of-arrival (TOA) threshold to be set as low as 12 fC, with a full dynamic range
spanning from 0.2 fC to 10 pC, as specified in [6]. To meet these stringent requirements, the Hexaboard
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is developed following high-speed electronic design principles, with particular emphasis on signal and
power integrity. This includes meticulous component placement, strict separation of analog and digi-
tal domains, shielding of analog traces within dedicated ground layers, isolation of power domains by
subdividing the power plane into separate regions to minimize coupling, and the implementation of low-
inductance return paths. Simulation is also incorporated into the design workflow to validate and optimize
each aspect, ensuring compliance with the TOA precision targets.
Building upon the overarching design objectives, the following constraints define the core layout and
routing strategies implemented across all Hexaboard versions.

Control impedance and shielding of analog signals: One of the key aspects of the electronics speci-
fications is ensuring the integrity of high speed 100Ω differential signals and shielding of analog routing.
To achieve precise impedance control, it is essential to carefully manage the geometry of the differential
pair, including the track width and spacing, and to avoid parallel routing when the pairs are on adjacent
planes. For all versions of Hexaboards, two layers are designated for differential signal routing. By imple-
menting controlled impedance routing, guarantees signal accuracy and reliable communication between
the HGCROC and other detector components.

The analog signals, channels connected to silicon sensor pads, are carefully routed on Layer 6, which
is double-sided shielded by ground layers Layer 5 and Layer 7. Avoid layer transitions whenever possible,
and bring the signals to the vicinity of BGA and connected to the BGA pins using vias.

Trigger primitive generation: A key requirement of the silicon modules is their contribution to the
CMS Level 1 trigger, which involves combining signals from four or nine neighboring sensor cells (trigger
cells) to create a trigger primitive. This demands a very tough and constrained routing scheme for analog
channels, where it is restricted so that the designer cannot swap the signals across the trigger cell and
should have a uniform pattern for all HGCROC across the Hexaboard. This is one of the most challenging
nightmares for designers, especially when routing HD designs with 440 analog signals. A trigger cell
pattern of 09 cells for HD-hexadboard is shown in figure 4.9.

Figure 4.9: The group of 9 or 4 contiguous cells to be routed to specific pins group of HGCROC to form
a Trigger cell.
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4.4.4 On-detector vertical space constraints
In the context of the HGCAL, the silicon modules design is a complex combination of electronics, me-
chanics, and spatial constraints. The baseline architecture imposes very tough space constraints with
many connecting mezzanine boards, together with a challenging vertical space of 5.1 mm.

In every layer, the silicon modules are sandwiched between absorber lead and stainless steel, together
with a copper cooling plate that contains a built-in channel for coolant circulation. The gap between
the absorber and the cooling plate is ∼ 8.8 mm. Out of this, the silicon and base plate take up around
3.7 mm, leaving 5.1 mm of space for the required readout electronics, such as the readout train, service
mezzanine cards, and wires. This intricate arrangement is captured in figure 4.10 (b), which provides
a cross-sectional view of an LD silicon module, detailing how the various components fit within the
confined vertical space.

To optimise the use of this limited volume, a strategic approach is employed, involving close collabo-
ration between electronics and mechanical engineering teams. Key to this optimisation is the organisation
of LD and HD trains, a series of modules interconnected by a wagon board to an engine board, designed
to facilitate service channel access to the innermost silicon modules. This configuration is shown in figure
4.10 (a), illustrating the thoughtful placement of different connecting boards to maintain the continuity of
the service routing channel.

Figure 4.10 (c) illustrates the Hexaboard design, incorporating all spatial constraints. The design
layout accounts for the placement of various mezzanine boards to fit within the vertical height limitations
while allowing sufficient space for a service channel to run throughout the module. The engine boards,
highlighted in red, are positioned very close to the Hexaboard, at a distance of about 0.7 mm. This
close proximity requires a zone free of components in this area to avoid any mechanical interference with
adjacent boards. Similarly, the green areas represent the concentrator mezzanine board with a vertical
height of 2 mm. Above these, shown in white, is the wagon board with connectors having a mating height
of 4 mm. The aqua-coloured triangle shapes at the left and right corners represent DC-DC converters,
each with a vertical height of 4 mm. Under these DCDC converters, numerous no-go areas are designated
for the DCDC’s thermal shields, where the DCDC will come into contact with the Hexaboard surface.
These areas must be free of any components.

Before the manufacturing phase, a 3-D CAD program is utilised to virtually model the components
layout, ensuring compatibility and avoiding any mechanical conflicts within the cassette for all possible
assembly scenarios. This pre-manufacturing simulation is a testament to the rigorous planning and pre-
cision required in this high-tech engineering projects, as cited in [6, 101]. Through these measures, the
HGCAL project aims to maximise the functional density of the Hexaboard within the stringent constraints
imposed by the detector’s architecture.
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(a) The arrangement of on-cassette components to have service routing channel till the inner module of HGCAL
cassette.
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(b) LD-Silicon module cross-section view (cartooned).

(c) The design view of LD-Hexaboard with all constrained shown.

Figure 4.10: Vertical Integration of Silicon Hex-Modules:(a) illustrates the arrangement of LD and HD
trains—a series of modules linked via a wagon to an engine board—organized to ensure the service
channel extends to the innermost silicon module.(b) presents a cross-sectional view of an LD silicon
module, detailing the configuration of components within the limited vertical space. (c) offers a two-
dimensional perspective of an LD-Hexaboard, incorporating all regions subject to design constraints.
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4.5 Hexaboards and their variants

The Hexaboard is the front-end readout PCB for the silicon region of the HGCAL and serves as an active
component of the silicon module, as illustrated in figure 4.11 (left). This modular system forms the basic
building block for the readout chain in the HGCAL silicon region.

Figure 4.11: (a) A silicon module, the basic readout unit for the HGCAL silicon region, comprising a
Hexaboard, silicon sensor, Kapton foil, and baseplate. (b) A cassette, instrumented with various types of
silicon modules.

To ensure full coverage of the detector, multiple Hexaboard variants have been developed, tailored to
the diverse sensor configurations required for the HGCAL cassette, as shown in figure 4.11 (right). These
variations are categorized based on sensor pad size and shape, allowing the Hexaboard to adapt to the
geometry and radiation profile of the detector.

4.5.1 Hexaboard variants by pad Size

The Hexaboard is available in two variants, designed to match the sensor pad sizes: Low-Density (LD)
and High-Density (HD). The LD Hexaboard reads out LD sensors, which have 192 pads, each with an
area of 1.18 cm2, using three HGCROC ASICs. The HD Hexaboard, on the other hand, reads out HD
sensors with 432 smaller pads of 0.5 cm2, requiring six HGCROC ASICs, as shown in figure 4.12.

These Hexaboards are arranged together to form a cassette, with their distribution determined by the
radiation profile. LD modules are placed in regions with exposure levels up to 20 Mrads, while HD
modules are positioned in higher radiation zones exceeding this threshold.

4.5.2 Hexaboard variants by sensor shape

To optimize coverage within the circular detector geometry, the full hexagonal silicon sensors are seg-
mented into partial shapes. These Multi-Geometry Sensors (MGS) enhance detector coverage and neces-
sitate unique Hexaboard designs for each segment.
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Figure 4.12: Full silicon sensor types (LD/HD) with their respective readout Hexaboards.

For LD sensors, the MGS design incorporates horizontal and vertical dicing lines that divide the
sensor into sub-parts, as shown in figure 4.13. The readout boards for these non-hexagonal shapes include
five partial Hexaboards: LD-Top, LD-Bottom, LD-Semi-Left, LD-Semi-Right, and LD-Five.

Similarly, HD sensors are segmented into four partial shapes using horizontal and vertical dicing
lines, resulting in the HD-Top, HD-Chop-II, HD-Semi-Left, and HD-Semi-Right partial Hexaboards, as
shown in figure 4.14. Each segment requires a uniquely tailored PCB to accommodate its geometry and
orientation within the cassette.

In total, eleven Hexaboard variants six for LD sensors and five for HD sensors have been developed
to ensure comprehensive coverage and reliable readout functionality for the HGCAL detector.



4.5. HEXABOARDS AND THEIR VARIANTS 87

Figure 4.13: LD Multi-Geometry Sensor (MGS) with associated LD partial Hexaboards.

Figure 4.14: HD Multi-Geometry Sensor (MGS) with associated HD partial Hexaboards.
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4.6 On-cassette integration scheme for Powering, Clock, and Con-
trol

In this section, I will go throuh the on-cassette power, clock, and control (including slow control and fast
control) distribution and its realization on the different Hexaboard variants in the system.

4.6.1 On-Cassette power distribution scheme for Hexaboards
The power distribution architecture for the HGCAL’s cassettes is illustrated in figure 4.15. The power
is delivered at 10 V from the PP0 (outer edge of the cassette) and distributed across the cassette using
custom-designed DCDC converters and CERN-designed LDOs.

Figure 4.15: HGCAL on-cassette power distribution scheme with full Hexaboards: power distribution
system starts with a 10V input from PP0, which is directed to BPOL12-based DC-DC converters that
generate the 1.5V necessary for the LDOs on different boards. These LDOs then supply power to the
HGCROCs, Rafael, ECONs, and lpGBTs ASICs. The diagram also illustrates how the 10V supply is
regulated down to 2.5V through linear regulators for the VTRX+ on the engine boards, adopted from
[23].

The block diagram in figure 4.16 outlines the power distribution strategy implemented in the latest it-
eration of the full Hexaboards. Figure 4.16 (a) explains the powering strategy for the V3-LD-hexadboard,
where the 10 V supply is started at the PP0, located at the cassette’s outer end, and brought by a dedicated
flex PCB “10 V BusBar” to the DCDC converters. The DCDC is a custom-designed DC-DC board based
on BPOL-12 switching regulators, which steps down the voltage to 1.5 V. Two different types of DC-DC
converters are utilized within the LD region of the Hexaboard. The one type, known as “local DCDC”,
fulfills the power requirements of the LD Hexaboard it is connected to, by providing two voltages: 1V5C
volts for analog circuits and 1V5D for digital circuits. The outputs are then regulated by two CERN-
designed LDOs named LDO_D and LDO_A to ensure a consistent voltage of 1V2A and 1V2D for the
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analog and digital sections of the HGCROCs, ECONs, and Rafael ASICs.

Figure 4.16: On-cassette powering scheme application to Hexaboard: (a) The local DCDC feeds 1.5VC
and 1.5VD to the LD-Hexaboard via 2 x DF12-36-DS connector that further regulates 1.2VA and
1.2VD. using two LDOs. (b) For the HD-Hexaboards, the 1.5V is brought from the deported DCDC to
the Hexaboard using the 1.5V Busbar, and then further regulated to 1.2VA-UP, 1.2VA-DW, and 1.2VD
using the LDOs. (c) depicts the on-cassette powering scheme for LD and HD regions using the 3D CAD
models.

The second type, referred to as “Deported DCDC”, is specifically designed to provide power to the
HD Hexaboards. Although physically attached to the LD Hexaboard, these converters are electrically
separated from their hosts and are positioned within the LD region because of their radiation tolerance
profiles. The DCDC provides a 1.5V output, which is then delivered to the HD Hexaboards via a 1.5V
busbar system as shown in figure 4.16 (b).

Three LDOs are utilized to regulate 1.5V to 1.2V on the HD Hexaboard. The LDO, marked as LDO-
D, regulates 1.2VD to power the digital parts of the six HGCROCs on the Hexaboard, as well as the
ECON-D, ECON-T, and Rafael modules situated on the HD-Wagon. Two other LDOs, known as LDO-
A1 and LDO-A2, supply power to the analog sections of the HGCROCs. In particular, LDO-A1 provides
1V2A-UP to the analog circuits of the top three HGCROCs, while LDO-A2 supplies 1V2A-DW to the
analog sections of the bottom three HGCROCs.

The implications of the powering scheme with 3D CAD models are shown 4.16 (c), illustrating
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the concept of busbars and DCDC converters for LD and HD silicon modules. Fours V3-LD modules
are situated in the LD region, each equipped with two DCDC converters, local on the upper corner and
deported on the lower corner. These DC-DC converters are fed by a 10 V Busbar (in blue). The One HD
module placed in the HD region is powered through a 1.5V Busbar (in green) starting from one deported
DCDC.

4.6.2 On-cassette Fast Control and Clock distribution
The HGCAL deploys a highly efficient Fast Command (FC) and clock (320 MHz known as CLK320) dis-
tribution network, essential for clocking, synchronizing and controlling its electronic components. The
fast commands and clock signals are generated by the back end and transmitted through VTRX+ optical
receivers, which propagate through lpGBT (DAQ), which then distribute them throughout the complex
front-electronics system using Rafael ASIC. The Rafael acts as a central hub for distributing signals,
guaranteeing that every HGCROC, ECON-T, and ECON-D receives the required signals of good quality
for proper functioning. The fast command and CLK320 distribution are different for different regions and
Hexaboard variants and depend on the space available for Rafael ASIC on Hexaboard and the integration
scheme.

Distribution in Low-Density (LD) region: For the LD region, the distribution of FC and CLK320 is
described in figure 4.17. The fanout chip “Rafael ASIC” is mounted in an almost central location on
the LD Hexaboard. The FC and CLK320 signals originate from the LD-Engine board and are conveyed
to Hexaboard via the LD-Wagon board, through the Hexboard-Wagon connector. The Rafael ASIC dis-
tributes these signals among HGCROCs on the Hexaboard and ECON-T and ECON-D mounted on the
Concentrator Mezzanine (CM) board. The Rafael ASIC is configured into double buffered mode, which
enables it to accept two inputs and replicate them to 6 and 7 outputs, respectively, to feed 3 x HGCROCs,
and 2 x ECONs (D and T) ASICs.

Figure 4.17: Low-Density region Fast Control (FC) and Clock Distribution using Rafael Asic, adopted
from [24] figure 4.

For the LD-Partial boards, where space limitations prevent the direct mounting of the Rafael ASIC,
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a different mounting strategy is utilised. Rafael is mounted on a partial concentrator mezzanine (PCM)
board along with ECON-D and ECON-T. The FC and CLK320, originating at the LD-Engine, are con-
veyed to the PCM board through the LD-Wagon. subsequently, fan-out by Rafael to ECONS (D and T)
ASICs on the PCM board and propagate to HGCROCs mounted on LD-Partials through the PCM to LD-
Partial connectors. This configuration makes sure that both the quality of the signal and its distribution
are kept at their best, even when space is limited.

Distribution in High-Density (HD) Region: In the HD region, the distribution of FC and CLK320 is
illustrated in figure 4.18. Due to the space constraints and the extensive requirement for CLK320 and FC
links by the ASICs within the HD region, a specialized configuration is implemented. The Rafael, along
with the ECON-T and ECON-D ASICs are situated on the HD Wagon Board. The number of Rafael and
ECONs on HD-Wagon is determined by the number of modules that particular HD-Wagon is assigned to
read.

The ECLK port of lpGBT-0 (Daq) generates CLK320, which is then distributed by a Rafael chip,
configured to single buffer mode, creating up to 13 copies. These copies are directed to ECON-D and
ECON-T, as well as to an additional Rafael ASICs for further clock distribution to HGCROCs. The
FC signals, originating from the lpGBT, are distributed by Rafael ASICs to both HGCROC and ECON
ASICs. To optimise the number of Rafel ASICs some links go directly to ECONS.

The important aspect of Hexaboard design within the HD region is the placement of the Rafael ASIC
on HD-Wagon, so for each full Hexaboard, it is necessary to supply six CLK320 links and six FC links to
operate six HGCROCs. These signals are managed through the 03 x DF12-60 pins Hexaboard-to-wagon
connectors in full HD-Hexaboard. For HD-Partial, the scheme remains the same, and a pair of FC and
CLK320 per HGCROC are provided from HD-wagon to HD-Partial.
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Figure 4.18: How-Density Fast Control and Clock Distribution [25].

The HGCAL employs a highly efficient and adaptive FC and CLK320 distribution network, managed
by the Rafael ASIC. The network’s versatile design enables efficient signal distribution across LD and
HD regions, accommodating spatial limitations and varying module needs. The meticulous arrangement
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guarantees that every element receives the necessary signals for optimal performance, showcasing HG-
CAL’s advanced engineering and its dedication to precision and reliability in its operational framework.

4.6.3 The Slow control distribution scheme
The slow controls are received from the back-end by VTRx+ communicated via lpGBT (trigger), and
transmitted to LD and HD Hexaboards via wagon boards. For the LD region, there is a single connection
per module shared by all 3×HGCROC and 2×ECONs in a star topology. For the HD region, there are
three connections per HD module, one for each sector (one third of the full Hexaboard). In the sector, the
I2C links are further shared by two HGCROCs. All HGCROCs have been assigned a 4-bit I2C address

Figure 4.19: HGCROC chip I2C address setting for chip ID 0011

and configured by four hard-wired bits on the Hexaboard. The ID distribution is shown in table 4.2 and its
management by HGCROC pins ADD<3..0> is shown in figure 4.19. It can be seen in this table that these
addresses are unique across LD and HD full Hexaboard, but for partial, some of the code is being reused,
keeping in mind that no train will read both the LD and HD full simultaneously, Similarly, no case exists
when a train could have more than one type of partial; therefore, for LD partials, the I2C address of HD
full, or vice versa, can be reused, and different types of partials could have the same addresses.

4.7 On-Detector versions of Hexaboard
The final versions of Hexaboards, V3-LD-Hexaboard and V3-HD-Hexaboard, are depicted in figures 4.20
and 4.21, respectively. These designs are currently in production and are deployed according to the
baseline scheme of the HGCAL.

The V3-LD-Hexaboard is designed for use with the LD sensor and is equipped with three HGCROC-
V3 ASICs to read out 192 sensor cells. Power management is achieved using two DCDC convert-
ers—referred to as local and deported—that step down the input voltage from 10 V to 1.5 V. This is
further regulated to 1.2 V (analog and digital) using two LDOs, ensuring a stable and reliable power sup-
ply to the board’s critical circuits. Additionally, the V3-LD variant incorporates a Rafael ASIC, which
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Device
Address Bit Allocation Chip Targeted Full Module or Partial Module

6 5 4 3 2
ROC1 0 0 0 1 x LD/HD 1 LD-Full HD-Semi-Minus-Right- 0
ROC2 0 0 1 1 x LD/HD 2 LD-Full HD-Semi-Minus-Right-1
ROC3 0 1 0 1 x LD/HD 3 LD-Full
ROC4 0 1 1 1 x NIL NIL
ROC5 1 0 0 1 x HD 4 LD-Hexaboard-Semi-Half LD Five
ROC6 1 0 1 1 x HD 5 LD-Hexaboard-Semi-Half LD Five
ROC7 1 1 0 1 x HD 6 LD Five
ROC8 1 1 1 1 x

Table 4.2: The On-Cassette I2C addresses distribution for Hexaboards variants

facilitates the distribution of the 320 MHz clock and fast commands, ensuring synchronized operation of
the board’s electronics.

For modular integration, the V3-LD Hexaboard includes connectors for the concentrator mezzanine,
hosting the ECONS ASIC, and the LD Wagon board, which links the Hexaboard to the Engine board.
The components are arranged using CAD tools to fit within the 5.1 mm vertical space constraint while
maintaining service passages. Reserved no-go areas on the board prevent the placement of components
where the Engine board, located just 700 µm above the Hexaboard, might interfere.

Figure 4.20: Final version of the V3-LD-Hexaboard (Full): hosts three HGCROCs to read 192 sensor
cells, a Rafael ASIC for clock and fast command distribution, reserved locations for deported and local
DCDC converters, and LDOs for analog and digital 1.2 V regulation. The board also includes connec-
tors for the LD Wagon and concentrator mezzanine.

On the other hand, the V3-HD-Hexaboard, shown in figure 4.21, is designed for HD sensor and
employs six HGCROC-V3 ASICs to read out 432 channels. To address the increased component density,
the Rafael and ECONS ASICs have been strategically relocated to the HD Wagon board. This adjustment
overcomes spatial constraints and ensures efficient fan-out of the 320 MHz clock and fast commands
across the HGCAL module train.

The HD Wagon board serves as the central hub for clock and fast command distribution in the HD
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configuration, demonstrating the adaptability of the Hexaboard design to meet varying density and oper-
ational requirements. Power regulation on the V3-HD-Hexaboard is managed using three LDOs, one for
digital and two for analog circuits providing a stable and reliable power supply to the analog parts of the
HGCROCs.

The V3-HD-Hexaboard integrates three DF12NB-60-DS connectors for interfacing with the HD
Wagon board and incorporates spacers for secure integration. Its layout has been carefully optimized
to balance the high channel density, mechanical constraints, and performance requirements, ensuring
reliable operation under the challenging conditions of the HGCAL detector.

Figure 4.21: On-detector version of V3-HD-Hexaboard (Full): Includes six HGCROCs to read 432
channels, three LDOs (one for digital and two for analog power), three DF12NB-60-DS connectors for
interfacing with the HD Wagon board, and mounting spacers for power entry and wagon integration.

These finalized Hexaboards underscore the HGCAL’s commitment to precise engineering and mod-
ular design. The strategic placement of ASICs and integration of customized power solutions ensure the
efficient operation of the detector’s electronic systems, reflecting the advanced engineering underpinning
the HGCAL design.

4.8 Conclusion
In this chapter, we examine the Hexaboard’s role as the readout interface for HGCAL silicon modules,
discuss its constraints, and outline a strategy to address these challenges. This is followed by an overview
of Hexaboard variants and the power and control distribution system.

The chapter began by outlining the strategic considerations that shaped the Hexaboard’s design. The
interplay between sensor geometry, ASIC constraints, and mechanical integration was identified as a
driving force in defining its layout and functionality. These foundational insights guided the development
of a robust design strategy that ensures compatibility with the HGCAL’s modular architecture.

Next, the complexities of the design, fabrication, and integration phases were discussed in detail.
Challenges such as maintaining flatness, accommodating high component density, and ensuring man-
ufacturability under precise tolerances were addressed through iterative refinement and collaborative
problem-solving. These efforts underscore the precision required for such a high-performance system.
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The discussion of Hexaboard variants highlighted the adaptability of the design to meet diverse sensor
configurations. Variants tailored for low-density (LD) and high-density (HD) sensors, as well as partial
boards for irregular geometries, showcased the versatility necessary for seamless integration across the
HGCAL detector layers.

Power distribution, clock synchronization, and control signal routing schemes were meticulously an-
alyzed, reflecting the intricate systems engineering required to ensure operational reliability. The integra-
tion of DCDC converters, LDOs, and Rafael ASICs demonstrated innovative approaches to meeting the
stringent space and performance constraints.

The chapter concluded with an overview of the finalized V3-LD and V3-HD Hexaboard designs,
refined through iterative validation, meeting key targets in noise reduction, signal integrity, and space
utilization.

This chapter has provided a comprehensive account of the Hexaboard’s development, from strategic
design principles to the realization of final on-detector versions. These efforts not only highlight the
collaborative ingenuity of the HGCAL project but also set a high standard for future advancements in
particle detector technology.

.
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Chapter 5
Hexaboard Design Evolution to
baseline Scheme

5.1 Introduction
This chapter focuses on the design evolution of the Low Density (LD) and High Density (HD) Hex-
aboards, which form an essential part of the CMS-HGCAL readout system. Their development repre-
sents a significant step forward in optimising detector performance to meet the demands of future particle
physics experiments. The chapter begins by establishing the criteria for design evaluation in Section 5.2
and giving an overview of the test system used for the performance evaluation in Section 5.3.

Section 5.4 provides an overview of the LD design evolution, from the initial to the final version, with
detailed discussions presented in the subsequent sections. The initial design phase, detailed in Section 5.5,
introduced the LD-Hexaboard-CMS-V1, which leveraged existing knowledge but faced challenges re-
lated to noise levels and digital modulation. A detailed review, presented in Section 5.6, identified the
primary root causes of these challenges, tracing them to the stack-up design taken from earlier prototype
of the Hexaboard. Subsequent iterations, described in Sections 5.7 and 5.8, resulted in the LD-NSH-HB-
V2 and V3-LD-Hexaboard types. These versions achieved significant improvements in noise reduction
and digital modulation performance through optimized layering techniques and thorough design evalua-
tions, as summarized in Section 5.8.2.

A critical milestone in the design process, discussed in Section 5.11, was the debugging of digital
modulation issues. This challenge became particularly relevant with the integration of the HGCROC-V3
chip. Investigations into the internal ground configurations of the ASIC package provided key insights,
leading to substantial improvements in the V3-LD-Hexaboard design.

The evolution of the HD-Hexaboards is explored in Sections 5.10 and 5.12, culminating in the devel-
opment of the V3-HD-Hexaboard-V2.2. This advanced version incorporated the Via-in-Pad technique,
significantly enhancing power and signal integrity. The V3-HD-Hexaboard-V2.2 demonstrated notable
reductions in noise and digital modulation, making it ready for large-scale pre-production and production
phases.

Finally, Section 5.13 addresses the development of partial Hexaboard designs for both LD and HD
configurations. These designs accommodate unique geometries required to achieve complete sensor cov-
erage within the HGCAL and are used in the peripheries of each layer.

Through a systematic process of iterative design and performance validation, the Hexaboards have
been meticulously optimised to satisfy the stringent operational requirements of the HL-LHC environ-
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ment, thereby reflecting the advanced engineering principles and innovation at the core of the HGCAL
detector architecture.

5.2 Design evaluation criteria

The Hexaboard performance is evaluated using three primary parameters: noise, digital modulation, and
coherent and incoherent noise. These metrics serve as the foundation for evaluating the board’s perfor-
mance in meeting the stringent operational requirements of the HGCAL.

Noise Evaluation:
In silicon-based calorimeters, the electronic noise of the front-end readout system is a critical parameter
influencing both charge and time measurements. It is commonly quantified as the Equivalent Noise
Charge (ENC), defined as the input charge that would generate an output signal equal to the root-mean-
square (RMS) value of the system noise.

For the HGCAL system, noise is evaluated by measuring the standard deviation (σ ) of the ADC output
distribution in the absence of a signal. Contributing factors include thermal noise from the preamplifier,
shot noise from sensor leakage current, and parasitic noise from PCB layout and coupling. The measured
σ , expressed in ADC units (ADCu), is converted to electrons using the calibrated charge gain of the
HGCROC ASIC.

In this study, the silicon module employed a 300 µm n-on-p sensor biased at −280 V, with an esti-
mated input capacitance of 47 pF. The HGCROC was configured in medium gain (160 fC ADC range),
for which 1 ADCu corresponds to approximately 1250 electrons. The average noise across all channels of
a representative chip was measured as 1.29 ADCu, with a channel-to-channel dispersion of 0.11 ADCu.
This corresponds to an ENC of ∼1619 electrons, comfortably within the HGCAL TDR design require-
ment of <2000 e− [6].

This noise level provides a robust signal-to-noise ratio (S/N) of over 13:1 for a MIP signal, which
typically deposits a signal of ∼18 ADCu in a 300 µm sensor. Such performance ensures high detection
efficiency and contributes to timing precision, particularly for low-charge hits. Maintaining low ENC is
essential to limit timing jitter in the TOA measurement, supporting HGCAL’s target timing resolution of
<30 ps per particle shower.

Digital Modulation:
Digital modulation, also referred to as digital noise, represents the undesired coupling of the 40 MHz
clock onto the HGCROC analog channels, primarily caused by disturbances on the preamplifier ground.
This phenomenon degrades the analog front-end performance, affecting both the dynamic range specifi-
cation (0.2 fC to 10 pC) and the Time-of-Arrival (TOA) threshold of 12 fC [27]. In HGCROC, the ADC
sampling phase can be chosen in to one of the 16 steps for 25 ns of bunch crossing time. The modulation
across all phases represents the digital noise superimposed on the analog channels. Ideally, the pedestal
should remain constant across all phases, however, deviations are observed during the testing.

In figure 5.1 (right), the pedestal variation across the 16 ADC sampling phases for Channel 12 is
shown. The difference between the maximum (96 ADCu) and minimum (83 ADCu) pedestal values de-
fines the digital modulation, referred to as ∆-pedestal, with a measured value of approximately 13 ADCu.
This parameter quantifies the level of digital noise superimposed on the analog preamplifier output. Given
that 1 ADCu corresponds to roughly 1250 e– under medium gain settings, this translates to approximately
2.4 fC.

Although the ∆-pedestal does not exhibit a strict one-to-one correlation with the ToA threshold, it
plays a critical role in determining the minimum threshold that can be reliably configured. A lower
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Figure 5.1: Noise histogram per chip (left) and pedestal variation with ADC sampling phases for chan-
nel 12 of HGCROC (right).

∆-pedestal is therefore desirable, as phase-dependent oscillations at the preamplifier output are directly
coupled to the input of the ToA discriminator, as illustrated in Figure 3.1. Observations from module
testing indicate that silicon modules with ∆-pedestal values exceeding 20 ADCu are prone to digital in-
stability, characterized by random triggering of multiple TDCs. This behavior undermines the stability of
the ToA discriminator configuration and degrades the overall timing performance of the system.

Coherent and Incoherent Noise:
Noise analysis is a fundamental diagnostic tool in assessing the readout quality of Hexaboards and silicon
Hex-Modules. Two key components are defined: incoherent noise (IN), which represents uncorrelated,
random fluctuations specific to each channel, and coherent noise (CN), which corresponds to correlated
variations simultaneously affecting multiple channels.

Incoherent noise primarily arises from intrinsic sources such as thermal (Johnson-Nyquist) noise, shot
noise in the sensor, and local front-end electronics [73]. It manifests independently across channels and
sets the baseline for per-channel noise performance. In contrast, coherent noise originates from common-
mode sources like fluctuations in bias or low-voltage power supplies, clock coupling, or ground loop
effects, and typically adds a systematic component to all channel responses.

To quantitatively separate these contributions, a statistical method based on Direct Sum (DS) and
Alternate Sum (AS) is applied over the pedestal values of n = 72 channels [102]:

DS =
n−1

∑
i=0

ped[i], AS =
n−1

∑
i=0

(−1)iped[i]. (5.1)

Here, ped[i] denotes the pedestal value of the ith channel. The DS aggregates all pedestal values and is
sensitive to correlated fluctuations, while AS alternately adds and subtracts channel values to suppress
correlated effects, emphasizing uncorrelated (incoherent) noise instead.

From these summations, the incoherent and coherent noise levels are computed as:

IN =
rms(AS)√

n
, CN =

√
var(DS)−var(AS)

n
. (5.2)

where rms(AS) is the root-mean-square of the alternate sum, and var(·) denotes statistical variance. IN
captures the average channel-level noise contribution, normalized by the number of channels, while CN
isolates the excess variance in DS relative to AS, attributed to coherent effects.



100 CHAPTER 5. HEXABOARD DESIGN EVOLUTION TO BASELINE SCHEME

An example of noise decomposition is presented in figure 5.2, where IN and CN noise components
are extracted from the pedestal data of the V3-LD-Hex Module. The measured IN value of 1.91 ADC
counts corresponds to approximately 2300 e– for a 47 pF detector capacitance, which is consistent with
the typical pedestal noise target range of 2000–2700 e–, confirming acceptable per-channel noise perfor-
mance.

The coherent noise is measured at 0.64 ADC counts. Although no strict specification exists for CN, its
magnitude serves as a comparative metric. Lower CN values indicate effective suppression of common-
mode disturbances and reflect improved analog-digital isolation, impedance control, and power integrity.

Such decomposition plots are instrumental in comparing multiple Hexaboard designs. During final
validation, CN is used as a key performance indicator to identify the most optimized layout in terms of
shielding strategy, stack-up design, and grounding scheme.

Figure 5.2: Alternate sum (AS) and direct sum (DS) distributions derived from pedestal data of the V3-
LD-Hex Module. These histograms serve as the basis for extracting the incoherent (IN) and coherent
(CN) noise components. The noise metrics are computed using statistical estimators, rms(AS)/

√
n and√

[var(DS)−var(AS)]/n, providing a quantitative benchmark for design-level noise performance evalu-
ation.

Noise Target Specification:
The noise target values for silicon Hex-Modules are dependent on detector capacitance. These bench-
marks, extracted from measurements conducted by ASIC designers, serve as reference points for evalu-
ating the Hexaboard’s electronic noise performance. Figure 5.3 illustrates the Equivalent Noise Charge
(ENC) plotted against varying capacitance values at a typical 160 fC ADC gain. These benchmarks act
as critical indicators, guiding the optimization of electronic noise performance in the Hexaboard design.

Figure 5.3 presents ENC as a function of sensor capacitance for various silicon sensor thicknesses.
For 300 µm Low Density (LD) sensors with a capacitance of 48 pF, the ENC target is approximately
2000 e–. For 200 µm LD sensors with 69 pF, the target is 2700 e–, while for 120 µm High Density (HD)
sensors with 54 pF, the corresponding value is 2250 e–.

To conclude, the design validation criteria for silicon Hex-Modules are defined by two quantitative
noise specifications. First, the pedestal noise must remain below the sensor-specific ENC benchmark:
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Figure 5.3: ENC (Equivalent Noise Charge) as a function of sensor capacitance at a typical 160 fC ADC
gain setting. The benchmarks for the target noise performance are indicated for three silicon sensor
thicknesses: approximately 2000 electrons at 48 pF for 300 µm LD sensors, 2700 electrons at 69 pF
for 200 µm LD sensors, and 2250 electrons at 54 pF for 120 µm HD sensors. This plot, adapted from
[26, 27] and modified from Table 6.1, serves as a benchmark for evaluating the electronic noise perfor-
mance of the readout system.

2000 e– for 300 µm LD sensors (48 pF), 2700 e– for 200 µm LD sensors (69 pF), and 2250 e– for 120 µm
HD sensors (54 pF). Second, the ∆-pedestal—defined as the variation of pedestal with ADC sampling
phase—must remain within 10–20 ADC counts, equivalent to approximately 2–4 fC, to meet the required
Time-of-Arrival (ToA) threshold of 12 fC. These benchmarks are used as standardized metrics to assess
noise performance and to guide iterative improvements in Hexaboard layout, grounding, and shielding
strategies.

5.3 Test systems for Hexaboards
This section introduces the test systems utilized for the performance evaluation and characterization of
various versions of Hexaboards and their associated silicon Hex-Modules. These test systems are de-
signed to provide power, connectivity, and monitoring capabilities, ensuring compatibility with the Hex-
aboards and the DAQ system.

The Hexaboard test system primarily comprises two key components: the Hexacontroller, a DAQ
board based on the Xilinx Trenz System-on-Module (SoM) developed by the Tubutek group; and the Tro-
phy Board, an interface board between the Hexaboard and the Hexacontroller, designed and developed
by the author. The Trophy Board facilitates power delivery, signal pass-through (including fast com-
mands, clock signals, and slow control commands), and digitization of analog monitoring signals such as
DC probe voltages, analog power, digital power, and current drawn by the Hexaboards.

The block diagram of the Trophy Board is shown in figure 5.4. It provides an overview of its functions,
including connectivity between the Hexaboard and the Hexacontroller, monitoring of critical signals, and
compatibility enhancements.
Trophy Board Variants: Over the course of development, multiple versions of the Trophy Board have
been designed to accommodate different iterations of Hexaboards. These are described below:

• Trophy-V1 and Trophy-V2: Trophy-V1 was the initial prototype, featuring a four-layer PCB with
a narrow neck geometry, implemented to allow probing access to critical test points on the Hex-
aboard due to layout constraints.To improve signal integrity and provide a more robust mechanical
design, Trophy-V2 was designed with an extended rectangular PCB, maintaining electrical com-
patibility with Trophy-V1.
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Figure 5.4: Block diagram of the Trophy Board showcasing its role in providing connectivity between
the Hexaboard and the DAQ system, along with monitoring and digitization functionalities.

Figure 5.5: Evolution of Trophy Boards. (a) Trophy-V1 for Hexaboard V1 with a 4-layer stack-up. (b)
Trophy-V2 for Hexaboard V1 with an optimized 6-layer stack-up. (c) HD-Trophy-V3.1 for V3-HD
Hexaboard testing with a 6-layer stack-up.

• LD-Trophy-V3: Designed by the TUBITEK group as part of the HGCAL collaboration, this ver-
sion supports the V3-LD Hexaboard.

• HD-Trophy-V3.1: Designed specifically for the V3-HD Hexaboard, this variant incorporates ad-
ditional functionalities such as clock and fast command fanout through Rafael ASICs.
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Figure 5.6: Single module test systems for Hexaboards. Top: HD test system comprising the Hexacon-
troller, HD-Trophy-V3.1, and V3-HD Hexaboard. Bottom: LD test system comprising the Hexacon-
troller, LD-Trophy-V3, and V3-LD Hexaboard.

The Trophy Boards have evolved in both mechanical and electrical designs to optimize signal in-
tegrity, compatibility, and testing efficiency. Figure 5.5 highlights these different versions of Trophy
Boards designed for Hexaboard characterization.

Test System Configuration: Figure 5.6 illustrates the test system configurations for HD and LD Hex-
aboards, known as single module test system. The top panel shows the HD test system comprising the
Hexacontroller, HD-Trophy-V3.1, and V3-HD Hexaboard. The bottom panel depicts the LD test system,
which includes the Hexacontroller, LD-Trophy-V3, and V3-LD Hexaboard.

This test system framework establishes the foundation for performance evaluations discussed in sub-
sequent sections.
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5.4 Design evolution of Low Density Hexaboard to the baseline Scheme
All historical evolution, starting from the 1st prototyping version of LD-Hexaboard-CMS-V1 to the al-
most final third version, V3-LD-Hexaboard-V1.1 are given in figure 5.7. The initial version, was subse-
quently followed by an assessment of its performance. This evaluation indicated the need for a second
iteration featuring a revised stack-up. The arrival of the new ASIC version, HGCROC-V3 in LD package,
prompted the development of a third version. Detailed descriptions of these versions are provided in the
subsequent section.

Figure 5.7: Hexaboards across different design iterations. (a) First version with step-holes and mid-layer
bond pads, designed with HGROC-v2. (b) Second version featuring non-step-holes and with an opti-
mized stack-up. (c) The final version, designed with HGCROC-V3.

5.5 1st Version of 8” LD Hexaboard

5.5.1 Stack-up inspired from 6” Hexaboard with SKIROC chip
The first version of Hexaboard known as LD-HB-CMS-V1 shown in figure 5.8 (left) used 8-layer stack-
up-I shown in figure 5.8 (right). This was the first readout board with the newly designed ASCIS
HGCROC-V2. The design was startup with known information from the 6 ” Hexaboard designed with an
earlier version HGCROC known as SKIROC-CMS ASIC which was used for the initial proof-of-principle
study during the 2016 and 2018 beam tests [102, 103].

The stack-up in figure 5.8 (righ) depicts that the 100 Ω differential signals, 2 DAQ, 4 TRIG links
with 1.28 Gb/s and Clock and Fast command with speed of 320 MHz, were routed on layer1 (L1) and L2
and referenced to L3 (VDDD). The sensitive analog channels of HGCROC that bond to the diode pads
through stepped-hole structures are routed on L5 and sandwiched between Ground (GND) on L6 and
analog supply planes (VDDA) on L4. Analog (VDDA) and digital (VDDD) supplies on L3 and L4 were
placed adjacent without any ground plane between them. This version served as an important milestone
for HGCAL and the following main goals were achieved:.

• Streamlining the manufacturing and assembly processes:
It was an important step for optimizing the manufacturing, assembly, and module-bonding pro-
cesses. Due to the step-hole structure, the boards were like a Swiss cheese, so getting the plane
board was difficult and tricky. Three manufacturers (2 from Europe and 1 from Asia) were chosen
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Figure 5.8: The 1st version of LD Hexaboard is shown at left, while the stack incorporated is shown at
right

for manufacturing. Due to complex manufacturing and stringent requirements, the initial batch
was produced with a very low yield and took ∼ 8 months for fabrication. With time, in further
batches, each manufacturer was given minor freedom to play a bit with stack-up (without touching
some critical layers) to optimize the yield. Much useful feedback was received from manufacturers
while fabricating this batch, a few notable suggestions were like adding a teardrop to strengthen
the bonding pad connectivity, improving copper balancing, adding a small notch at the end of
the bonding pad for testing purposes, and pulling back the copper plane at L5 by 500 µm from
step-hole boundary would reduce the glue seepage over bonding pads. All these suggestions were
included in the next design. Similarly, this batch was used to find the right assembly house, and all
documentation and necessary format files produced for the assembly.

• Provided a development platform:
It provides a development platform for the testing software and firmware for HGCAL DAQ system,
used at CERN and in many institutes in HGCAL collaboration

• Used for silicon Hex-Module procedures and documentation at the Module Assembly Centers
(MACs):
One of its main uses was the refinement of Module Assembly Center procedures and documenta-
tion. The USCB team assembled several silicon Hex-Modules, developed the necessary tooling,
software, test procedures, and discovered many unseen constraints that have been included in future
designs.

5.5.2 Performance analysis (bare Hexaboard and silicon Hex-Module)
The average noise for the chip was around 2 ADC units, which corresponds to ∼2500 e-, but the digital
noise amplitude was very high ∼ 50 for the bare hexaboard and more than 100 ADC units for the silicon
Hex-Module, as shown in figure 5.9 and table 5.1. Due to its high nose and ∆− pedestal values, it was
not very useful for the noise performance study but had many achievements as the prototype, as discussed
above.
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Figure 5.9: (a) shows the average noise of a chip, while (b) the ∆− pedestal is a measure of the ampli-
tude of digital noise for a chip of the 1st version of LD Hexaboard.

5.6 Hexaboard stack-up and performance optimization study
After observing a huge digital noise amplitude in the 1st version, a series of detailed brainstorming ses-
sions held at CERN and performance analysis were performed [104]. A comparative study of all existing
HGCROC hosting boards, single ROC characterization board (designed by OMEGA, the ASICs designer
group), Si-PM (Silicon photo-multiplier) board (Readout board with same chip for Scintillator region of
the HGCAL) of DESY, and Hexaboards was performed. The review culminated in identifying limitations
in the current design and proposing recommendations for the next iteration. After a detailed study, the
following observations were found:

• ASICs reference level: It was found that the stack-up borrowed from 6 ” hexaboard were opti-
mised for the SKIROC-CMS, which was designed referenced to VDDA levels, while the existing
HGCROC is referenced to GND levels.

• The floating TRIG pins: It was observed that the TRIG1[L/R], and TRIG2[L/R] were floating.
These pins are meant to be used for providing external input signals for the TOA and TOT discrim-
inators calibration in characterization mode and should be connected to GND in the Hexaboard
configuration. So this could be one of the reasons for the large noise, as its floating status could
trigger TDCs randomly, which could cause digital activity in the chip and increase the noise level.

• Differentials signals referenced to PWR plane: All the differential signals (Fast command, clock,
TRIG and DAQ) were routed with 100Ω differential impedance with reference to L3 (VDDD), and
the Ground plane was very far away at L6. The power plane could be used as a reference, but it
should be very close to the GND plane so that any noise coupled from the differential signal to the
PWR plane could be grounded easily.

• VDDD and VDDA adjacent planes: The digital and analog power planes were placed adjacent to
each other as L3 and L4, so any transition that occurs due to large digital activity in the HGCROC,
could easily couple from the digital plane to analog plane and subsequently appear or overlap on
all analog circuitry and reflect as noise in analog channels.

• The Analog routing layer lacked shielding: The analog channels were routed on L5, which is
between VDDA (L4) and the ground plane (L6). This means that digital noise that couples from
the digital plane to the analog plane could mess up the analog signals even more.
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• Not Enough Ground planes: It is observed, in comparison with other boards, that there is only one
GND plane at L6.

Many stack-up schemes were evaluated to meet the manufacturability and design constraints of the
Hexaboard. Among these, Stack-up-II, shown in figure 5.10, was selected as the optimal configuration
due to its enhanced design features and compatibility with performance requirements. The key aspects of
Stack-up-II are detailed below:

Figure 5.10: Comparison of stack-up configurations used in hexaboard designs: Stack-up-I, imple-
mented in the first version of the hexaboard, was inspired by the earlier 6-inch hexaboard design. Dif-
ferential routing was referenced to L3 (VDDD), while the bonding pads were placed on L5. Stack-up-II
was optimized by including three GND planes, with L3 (GND) serving as the reference plane. Ana-
log channels were routed on L6 with double-sided shielding provided by the adjacent GND layers. The
split power plane, shown in (c), was introduced in Stack-up-II to minimize coupling between analog
(VDDA) and digital (VDDD) supply planes, with shielding ensured by the surrounding GND layers.

• Differentials signals referenced to GND plane: High-speed differential signals, such as Fast Com-
mands and Clock (320 MHz), were routed on L1, while TRIGs and DAQs signals operating at
link speeds of 1.28 Gbps were routed on L2. These were referenced to the GND plane on L3,
maintaining a 100 Ω differential impedance to ensure signal integrity and reduce crosstalk.

• Split power plane and multiple ground planes: L4 was designed as a split power plane, separating
VDDA and VDDD to prevent mutual coupling, as illustrated in figure 5.10 (right). To take ad-
vantage of inter-plane capacitance, L4 was sandwiched between two ground planes, L3 and L5. A
thinner dielectric layer (<100 µm) was chosen between these planes to maximize capacitance for
high-frequency noise decoupling, improving overall signal stability.

• Analog routing shielded between GND planes: To isolate the analog channels from noise coupling,
analog routing was moved to L6. This layer was strategically placed between GND planes on L5
and L7, ensuring effective shielding and noise mitigation.

• Bottom empty layer: The bottom layer (L8) was intentionally left empty of any copper connections
to electrical components. This reduced parasitic capacitance between the ground planes and the
silicon sensor cells, further enhancing signal performance.
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• Inclusion of PCB design simulations in the design loop: Given the complexity of the hexaboard and
the extended time required for design-to-assembly cycles (which can span up to a year), incorporat-
ing advanced simulation tools into the design loop became essential. Sophisticated 3D field solvers
and simulation tools such as ANSYS SIWAVE and Cadence Sigrity were recommended. This ap-
proach allows for the optimization and validation of the PCB design before the commencement of
the manufacturing process, ensuring a more reliable and efficient development cycle.

5.7 Second version of the 8” LD Hexaboard ( LD-NSH-HB-V2)

Building on the optimizations detailed in the previous section, the second version of the Hexaboard,
designated as LD-NSH-HB-V2, was developed to verify manufacturability and electronics performance
using the newly proposed stack-up-II. As the most complex and time-taking part of the manufacturing
process is realizing the stepped-hole, these boards were produced with a non-stepped hole (NSH) structure
to reduce manufacturing time and evaluate its cost implications.

Figure 5.11: (a) NSH-LD-Hexaboard with HGCROC-V2, (b) 4 mm non-stepped hole with bonding pad
at L1, and (c) cross-sectional stack-up with via (L1–L8, microvia L1–L2) and three backdrills: B8–8–7
(from L8 to L8 and must not cut L7), B8–7–6, B8–5–4. L1/L2 route 320 MHz and 1.28 Gbps signals
referenced to L3. L4 carries split power (VDDD/VDDA), L6 hosts analog lines shielded by L5/L7, and
L8 is left empty to reduce capacitance.

Figure 5.11(a) shows the second version of the Hexaboard, referred to as the NSH-LD-Hexaboard,
assembled with HGCROC-V2. Figure 5.11(b) illustrates the 4 mm non-stepped hole design, where bond-
ing pads are located on L1 and connected to analog routing on L6 via a plated through-hole (PTH). The
8-layer stack-up cross-section shown in Figure 5.11(c) incorporates a through-hole via (L1–L8), a mi-
crovia (L1–L2), and three backdrilling schemes: B8–8–7 (from L8 to L8, must not cut L7), B8–7–6,
and B8–5–4. This layout routes high-speed differential signals on L1 and L2 (320 MHz and 1.28 Gbps),
referenced to L3 Ground plane. L4 carries split power (VDDD/VDDA), while L6 is dedicated to sen-
sitive analog signals, shielded by ground planes L5 and L7. L8 is intentionally left empty to minimize
capacitive coupling to the sensor.
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The LD-NSH-HB-V2 utilized the optimized stack-up-II described earlier, which had already demon-
strated improved electrical and mechanical aspects. The key features of this version include:
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(a) S-parameters (insertion loss) extracted before and after optimization.

(b) PCB layout and zoomed-in views illustrating routing adjustments.

Figure 5.12: (a) S-parameter (insertion loss) measurements before and after routing optimization, show-
ing a shift of the 3 dB point from 2.1 GHz to 9 GHz, indicating improved link quality. (b) PCB layout
and zoomed-in views illustrating the routing optimisation, where differential traces were staggered
across L1 and L2 to minimize capacitive coupling and enhance signal integrity.
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• Retention of the stack-up-II configuration: Ensures better grounding, utilising ground plan as
refrence for all differential routing, effective shielding for analog signals and minimizes coupling
between VDDA and VDDD planes.

• Analog signal routing on L6: Sensitive analog signals are routed on L6, benefiting from the
double-shielding provided by adjacent ground planes on L5 and L7.

• Enhanced inter-plane capacitance: A thin 100 µm dielectric layer between L3 (GND) and L4
(power plane) increases inter-plane capacitance, aiding high-frequency noise decoupling.

This design was optimized and validated through multiple cycles of PCB simulation using Ansys
SIWAVE for power integrity and signal integrity analyses.

5.7.1 Design validation through simulation

To ensure the design’s robustness before fabrication, the Hexaboard design underwent rigorous valida-
tion using Ansys SIWAVE PCB simulation tools. These simulations incorporated several key scans and
optimization steps (refer to chapters 12 and 13 of [105] for details), which are summarized below:

• Power Integrity: Power distribution network (PDN) analysis and target impedance control were
employed to optimize the decoupling scheme and minimize noise on power planes.

• IR-Drop Analysis: IR-drop scans identified any abnormal voltage drops or current congestion
across the PCB, ensuring consistent power delivery to all components.

• Signal Integrity: Impedance scans were performed to detect discontinuities in the 100 Ω differen-
tial routing, which could lead to signal reflections and degrade performance.

• Insertion Loss Analysis: S-parameters were extracted to validate the quality of differential links.
The 3 dB cutoff frequency (where signal power drops to half) was verified to ensure it lies at least
five harmonics beyond the operating frequency.

An example of the optimization process is shown in figure 5.12. In figure 5.12 (a), the S-parameters
(insertion loss) are shown before and after optimization. Prior to optimization, the S3-TRIG0 link (green
curve) exhibited a 3 dB point at approximately 2.1 GHz, close to the third harmonic of the operating
frequency (640 MHz). To address this, the routing above the affected link was modified, and the insertion
loss was re-evaluated. After optimization, the S3-TRIG0 link (orange curve) demonstrated a significant
improvement, with the 3 dB point shifting to 9 GHz, well beyond the target range.

The PCB layout before and after the routing optimization is presented in figure 5.12 (b). In the
zoomed-in view before optimization, the critical link S3-TRIG0 is highlighted in red on L2, alongside
two adjacent yellow traces also routed on L2. On L1, the differential pair routing (shown in green) was
positioned directly above or partially overlapping the L2 traces, resulting in increased capacitive cou-
pling and elevated insertion losses. To mitigate these effects, the routing was optimized by staggering
the differential traces across L1 and L2, thereby avoiding exact overlap. This staggered configuration im-
proved impedance matching and significantly reduced insertion losses, consistent with the improvements
observed in the S-parameters.

This iterative optimization approach ensures that the PCB design meets the required performance
specifications while minimizing potential issues during fabrication and operation.
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5.7.2 Performance analysis (bare Hexaboard and silicon Hex-Module)

The LD-NSH-Hexaboard-V2 was produced in a batch of approximately 100 boards, fabricated by three
different manufacturers. These boards were assembled with HGCROC-V2 chips and subsequently tested
to evaluate their performance.

Figure 5.13 summarizes the key results. The average noise per chip was measured to be approximately
1.3 ADC units, while the ∆-pedestal, a metric of digital modulation, was reduced to 4 ADC units. These
values demonstrate a significant improvement over previous versions.

A detailed comparison with other Hexaboard versions is provided in figure 5.16 and Table 5.1 in
section 5.8.2. The results highlight a more than 10-fold reduction in digital modulation compared to
earlier iterations, underscoring the effectiveness of the design optimizations implemented in the LD-
NSH-Hexaboard-V2.

Figure 5.13: (a) Pedestal noise distribution of HGCROC assembled on the 2nd version, NHS-LD-
Hexaboard, showing an average noise (µ) of 1.295 ADC units with a standard deviation (σ ) of 0.112
ADC units. (b) ∆-Pedestal distribution for the same board, indicating an average digital noise amplitude
(µ) of 4 ADC units with a standard deviation (σ ) of 2 ADC units.

5.8 3rd Version of 8” LD Hexaboard (V3-LD-Hexaboard)
The third version of the LD Hexaboard, V3-LD-Hexaboard-V1.x (x = 1, 2, 3) shown in figure 5.14, was
designed on the arrival of the new version of ASIC, HGCROC-V3 in the Low Density (LD) package.
The main motive for HGCROC being in the LD package was to have ASIC with a bigger pitch (0.8
mm) to reduce the manufacturing complexity and production cost as well as to improve the yield for the
LD-Hexaboard, which is almost ∼ 80% of the whole production [27]. It has used the same stack-II used
in NSH-LD-Hexaboard. So far, three sub-versions for minor modifications of V3-LD-Hexaboard have
been produced. The V3-LD-Hexaboard-V1.3, shown in figure 5.14 (left), is the on-cassette version. It
is compliant with all on-detector constraints listed in the section 4.4. A few of these constraints include
stepped holes, multiple interface connectors for the local DC-DC converter, concentrator mezzanine and
wagon board, as well as mechanical mounting points for many connecting boards.

A passage for service routing through the cassettes is also managed by avoiding putting any tall
components in a specific corridor, and many constraint regions left empty for the pick-up tools, engine
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Figure 5.14: (Left): Final version, V3-LD-Hexaboard-V1.3. (Right): Stack-up II cross-section show-
ing an L1–L8 thru-hole via and two backdrills: B8–5–4 (to L5, must not cut L4) and B8–8–7 (to L8,
must not cut L7). L1 and L2 route 320 MHz and 1.285 Gbps differential signals referenced to L3. L3,
L5, and L7 are ground planes; L6 hosts analog channels shielded by L5 and L7. L4 carries power (VD-
DD/VDDA), and L8 is left empty to reduce capacitance to the sensor.

boards, and DCDC shields. There are 7×no-go areas kept for pick and place tools and vacuum cups.
Although the Hexaboard don’t have direct connection with LD / HD engines, it takes up much of its
space because we have to keep the area specified for LD/HD engines components free, as there will be
only 0.7 mm gap between Hexaboard and Engine boards. In addition to the three HGCROCs, the PCB
included Rafael ASICs for clock and fast command fan-out, and LDOs for on-detector point-of-load
power regulation [106]. Multiple silicon Hex-Modules are assembled with this version of the board. The
bare Hexaboard and Hex-module exhibit measured performance very close to the final specification (see
section 5.8.2).

5.8.1 Design and stack-up
The final production stack-up is illustrated in figure 5.14, (right) which shows an 8-layer stack-up based
on the optimized stack-up-II configuration shown in figure 5.10 (b). This configuration incorporates
several key modifications to improve manufacturability and performance.

To accommodate the relaxed 0.8 mm pitch of the BGA package, a fan-out design with PTH vias was
implemented, maintaining a drill-to-pad ratio of 200 µm / 500 µm. Originally, multiple back-drill sets
were planned to remove stubs from all vias for each layer. However, initial production phases revealed
that the back-drill depth in the Back-drill set B8–3–2 (Back drill from L8 to L3, must not cut L2 )
adversely affected the flatness and production yield. In response, the design was refined to include only
two back-drill sets: Back-drill set B8–5–4 to remove stubs from all high-speed 1.28 Gbps and 320 MHz
signals, and Back-drill set B8–8–7 to remove copper from remaining vias connected to analog channels
and the ground net, effectively isolating L8 from all copper connections to any electrical net.

Several design features of the final version, V3-LD-Hexaboard-V1.3, are depicted in figure 5.15.
These include:

• BGA Fan-Out: Figure 5.15 (a) illustrates the fan-out scheme for the BGA package using PTH
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vias.

• Trigger Cell Mapping: Figure 5.15 (b) shows the grouping of silicon Hexaboard cells into trigger
primitives, represented with color-coded regions.

• Analog Routing on Layer 6: Figure 5.15 (c) highlights the routing of sensitive analog channels
on L6.

• Split Power Planes on Layer 4: Figure 5.15 (d) displays L4, featuring multiple split power planes
differentiated by color to minimize coupling between VDDA and VDDD.

This optimized stack-up and design layout ensure improved performance, manufacturability, and sig-
nal and power integrity for the V3-LD-Hexaboard-V1.3.

Figure 5.15: The final version, V3-LD-Hexaboard-V1.3, shows key design features: (a) BGA fan-out
with PTH vias, (b) trigger cell mapping (color-coded), (c) analog routing on L6, and (d) split power
planes on L4.

5.8.2 Comparitive performance analysis of bare Hexaboards and assembled sili-
con Hex-Modules

The performance evolution of the three iterations of LD Hexaboards and their corresponding silicon
Hex-Modules is illustrated in figures 5.16 and 5.17, with a detailed numerical comparison provided in
Table 5.1. The results demonstrate a systematic progression in noise reduction and ∆-pedestal mini-
mization, culminating in the V3-LD-Hexaboard and its corresponding module, which meet the HGCAL
TDR [6] noise requirements and the ENC benchmark, as shown in figure 5.3.
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Figure 5.16 presents a comparative analysis of pedestal noise and ∆-pedestal values for the three iter-
ations of LD Hexaboards. The data illustrate a consistent reduction in both parameters across successive
versions, attributable to improvements in PCB stack-up, optimized grounding schemes, and enhanced
component integration. The V3-LD-Hexaboard achieves the lowest noise and ∆-pedestal values, estab-
lishing its suitability for precision calorimeter readout.

Similarly, Figure 5.17 compares the performance of silicon Hex-Modules assembled with the V2-
NSH-Hexaboard and V3-LD-Hexaboard. The V3-LD-Module exhibits a noise level of approximately
1.3 ADC units and a ∆-pedestal of ∼4 ADC units (biased by zero channels, with the actual value being 7
ADC units), significantly outperforming the NSH-Module, which records ∼2.3 ADC units in noise and
∼19 ADC units in ∆-pedestal. These results confirm the noise stability and reduced digital modulation in
the V3-LD-Module, underscoring the impact of refined PCB design and grounding optimizations.

Figure 5.16: Comparison of pedestal noise (σ of ADC distribution) and digital modulation amplitude
(∆-pedestal) for all versions of LD Hexaboards. The plots demonstrate progressive performance en-
hancements, culminating in the reduced noise and ∆-pedestal of the final version (V3-LD-HB).

Figure 5.17: Comparison of pedestal noise (σ of ADC distribution) and digital modulation amplitude
(∆-pedestal) for silicon Hex-Modules assembled with NSH-LD-Hexaboard and V3-LD-Hexaboard. The
results highlight significant improvements in noise and modulation stability in the V3-LD-Module.

The performance metrics in Table 5.1 further substantiate the improvements achieved across itera-
tions. The LD-HB-CMS-V1, with an average noise of 2.1 ADC units and a ∆-pedestal of 52 ADC units,
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Table 5.1: Comparison of all three Hexaboard versions and their corresponding silicon Hex-Modules,
adapted from [107].

Hexaboard Type Noise (ADC units) S/N (MIP/Noise) ∆-pedestal (ADC units)
LD-HB-CMS-V1 2.1 - 52

LD-Hex-Module-V1 ∼ 50 <1 >100
LD-NSH-HB-V2 1.3 - 4

LD-Hex-Module-V2 2.4 7 17
V3-LD-HB 1.0 - 1.43

LD-Hex-Module-V3 1.5 11 ∼9

exhibited severe limitations when assembled into LD-Hex-Module-V1, where the noise increased to ∼50
ADC units, the S/N ratio dropped below 1, and the ∆-pedestal exceeded 100 ADC units. These values
significantly deviated from the HGCAL TDR target of 2000 electrons for a 47 pF sensor capacitance.

The LD-NSH-HB-V2 introduced significant improvements, with noise reduced to 1.3 ADC units,
while the module (LD-Hex-Module-V2) exhibited a noise level of 2.4 ADC units, an S/N ratio of 7, and
a ∆-pedestal of 17-19 ADC units. Despite improved noise performance, the relatively high ∆-pedestal
remained a limiting factor in achieving the required TOA threshold of 12 fC.

The final version, V3-LD-HB, achieved the lowest recorded noise of 1.0 ADC units, and when as-
sembled into V3-LD-Hex-Module, the noise marginally increased to 1.3-1.5 ADC units ( 1900 elec-
trons), while the ∆-pedestal further dropped to ∼7-9 ADC units ( 0.5 MIP). These values align well with
the HGCAL TDR noise specification of 2000 electrons, reinforcing the suitability of this version for
high-precision detector applications. The S/N ratio improved to 11, ensuring robust signal integrity and
minimal digital modulation.

The results presented in figures 5.16 and 5.17, along with Table 5.1, depict a clear trajectory of itera-
tive optimization. The transition from LD-HB-CMS-V1, which exhibited excessive noise and instability,
to the V3-LD-Hexaboard, which meets stringent HGCAL requirements, highlights the effectiveness of
progressive design refinements. The final iteration achieves an optimal balance between low noise, high
signal integrity, and minimal digital modulation, ensuring reliable performance under HL-LHC opera-
tional conditions.

5.9 Design evolution of High Density Hexaboard to the baseline
Scheme

This section outlines the evaluation and performance study of the high-density (HD) Hexaboards, de-
tailing the development journey from the first version to the final V3-HD-Hexaboard. The discussion
includes the pros and cons of the first version, the debugging process to address high digital modulation
issue, and the resulting improvements in the final version.

5.10 1st Version of 8 ” HD-Hexaboard
The first version of the HD-Hexaboard, shown in figure 5.18, was designed to integrate six HGCROC-V2
chips to read out 432 silicon diode pads. As the initial versions of both LD and HD Hexaboards were
developed concurrently, they shared the same stack-up design, which was originally adapted from the 6 ”
Hexaboard. Additionally, both versions employed identical BGA fan-out schemes for the HGCROC-V2
chips. Consequently, the HD-Hexaboard faced similar design challenges as the first LD-Hexaboard, as
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detailed in Section 5.6.

However, the HD-Hexaboard’s design posed additional complexities. With six HGCROC-V2 chips
tasked with reading more than twice the number of cells compared to its LD counterpart within the same
physical area, the design required a significantly higher density of step-holes to connect with the 432 cells.
This increased density led to a porous power plane, which adversely affected the power distribution’s
integrity. Furthermore, the high density of step-holes introduced challenges in maintaining board flatness
due to uneven copper distribution, resulting in additional complexity in the manufacturing process.

To address these challenges, approximately 20 prototypes of the first HD-Hexaboard were produced to
refine the manufacturing techniques. Several of these prototypes were equipped with HD silicon sensors
to conduct functional tests of the module assembly processes and to carry out a preliminary assessment
of module performance. Similar to the first version of the LD-Hexaboard, the HD prototypes exhibited
sub-optimal electrical performance, with significant noise and digital modulation issues observed during
testing. Despite these limitations, the prototypes proved valuable for advancing manufacturing processes,
board assembly, and module assembly techniques. They also played a crucial role in the development of
software and firmware for the HGCROC.

Given the challenges encountered, further prototyping of the HD version was temporarily paused,
and with focus shifted to refining the LD design. Once the optimized design was established with the
LD version, the development and prototyping of the HD version resumed, incorporating these design
remedies to achieve the desired performance metrics.

Figure 5.18: First version of the HD Hexaboard assembled with HGCROC-V2.
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5.11 Debugging the large digital modulation amplitude in the de-
signs with 0.6 mm BGA package

This part discuss the debug of large ∆-pedestal in the HD HGCROC package, which effectivly impact all
the futre design of Hexaboards and packaging scheme of HGCROC.

The October 2021 SPS beam test (section 6.3) was primarily conducted with silicon Hex-Modules
assembled with NSH-LD-Hexaboard-V2. During this period, a new version of the ASIC, the HGCROC-
V3, became available, featuring the same pinout and package as HGCROC-V2. To study its performance,
a silicon Hex-Module assembled with NSH-LD-Hexaboard-V3 was also tested under identical conditions.
Surprisingly, a significant difference was observed between the two modules, despite being assembled
with the same Hexaboard but incorporating different versions of the chip.

Noise ∆-pedestal

HGCROC-V2 NSH-Hexaboard ∼ 1 4
Hex-module-V2 2.5−3 ∼ 17

HGCROC-V3 NSH-Hexaboard ∼ 1 16
Hex-module-V3 > 2.5 > 170

Table 5.2: Comparison of noise and ∆-pedestal between NSH-Hexaboard and modules assembled with
HGCROC-V2 and HGCROC-V3.

Table 5.2 highlights the noise and ∆-pedestal values for the NSH-Hexaboards and silicon Hex-Modules
equipped with different ASIC versions. It is evident that the silicon Hex-Module read out by HGCROC-
V3 exhibited a nearly ten times increase in digital modulation compared to the module assembled with
HGCROC-V2.

Figure 5.19: ∆-pedestal comparison between NSH-Hex Modules assembled with HGCROC-V2 (blue)
and HGCROC-V3 (orange). A seesaw pattern in ∆-pedestal amplitude, repeating every 36 pins (half-
chip), indicates that the effect increases from pin 1 to pin 36 in each half.

This initiated a comprehensive series of investigations to identify the root cause of the increased
digital modulation. The findings revealed that the modulation was independent of both the number of
active chips and the number of active channels on the Hexaboard. Instead, it exhibited a strong correlation
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with the input capacitance value. Furthermore, a distinct channel-wise top-to-bottom trend was observed
in the ∆-pedestal values, as illustrated in figure 5.19, where the modulation followed a seesaw pattern,
increasing progressively with the channel number.

Further investigations revealed that the primary difference between HGCROC-V2 and HGCROC-
V3 was the ground configuration within the package at the substrate level. Figure 5.20 illustrates this
difference across three aspects: the substrate ground configuration (a), the BGA routing for the NSH-
Hexaboard (b), and the block diagram for ground connectivity in Hexaboard-V2 and Hexaboard-V3 (c).

In HGCROC-V2, the ground plane within the package is split into two distinct regions: Analog
Ground (AGND) and Digital Ground (DGND), as shown in figure 5.20 (a). The DGND pins are centrally
located within the package and grouped in sets of four, allowing for efficient connection to the Hexaboard
ground plane using PTH vias with a drill-pad ratio of 200 um/500 um. These connections ensure a robust
grounding scheme for digital return currents. Conversely, the AGND pins are arranged in vertical columns
and, the space limitations within the BGA region make it impractical to implement PTH vias for AGND
connections. Instead, micro-vias with a smaller drill-pad ratio of 150 um/350 um are used to connect
these pins to a sub-ground plane on L2. This sub-ground plane is then connected to the Hexaboard’s main
ground planes (L3, L5, L7) via PTH vias placed outside the congested BGA region.

To maintain a common ground across the Hexaboard, AGND and DGND are linked by a small con-
nection on the top layer, as indicated by the arrow in figure 5.20 (b). However, this link introduces design
challenges. Digital currents (Id), primarily oscillating at the fundamental clock frequency of 40MHz,
flow through multiple PTH vias into the ground planes (L3, L5, and L7). In contrast, analog return cur-
rents (Ia), which are largely DC or low-frequency currents, pass through a combination of micro-vias and
PTH vias. Due to the limited space within the BGA region, only one PTH via per half was allocated for
analog return currents. This suboptimal allocation caused impedance in the analog return path, forcing
a portion of Ia to mix with the digital return currents. The resulting interference introduced 40MHz os-
cillations into the analog ground, which serves as a reference for the pre-amplifier. Consequently, these
oscillations were amplified by the pre-amplifier and coupled into the analog input channels, leading to
increased digital modulation.

The HGCROC-V3 employs a unified ground configuration at the substrate level, as shown in fig-
ure 5.20 (c) (left), the AGND and DGND regions are internally connected by GND plane within the
package, providing a low impedenace parallel path to the small link on top layer, causes significant mix-
ing of analog and digital return currents at the package level. This mixing results in a tenfold increase in
digital modulation observed in the associated silicon Hex-Module as shwon in table 5.2.

To validate the assumption that any connection between the return paths (either within the package
or on the Hexaboard routing layers) prior to their convergence on the low-impedance ground planes of
the Hexaboard contributes to increased digital modulation, an experiment was conducted using the NSH-
Hexaboard-V2.

In this experiment, the small link on the top layer of the Hexaboard, which connected the AGND and
DGND paths, was removed, and the board was assembled with HGCROC-V2. With the link removed,
the only connection between the return paths occurred on L3, the primary ground plane of the Hexaboard.
The ∆-pedestal values were measured before and after breaking the link. The results showed an average
fourfold reduction in ∆-pedestal values, as depicted in figure 5.21.

This result marked a significant breakthrough in the design of Hexaboards, particularly for the high-
density (HD) version utilizing the HD package of HGCROC. It highlighted the critical impact of return
path design on digital modulation and laid the foundation for a set of design guidelines aimed at optimiz-
ing performance in future Hexaboard iterations.

Design Guidelines for Future Hexaboards:
Based on the findings of this experiment, the following recommendations were established for all future
designs:

• Avoid Mixing of Return Currents: To minimize interference between analog and digital circuits,
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(a) Ground plane configuration in HGCROC-V2. AGND and DGND are separated within the substrate.

(b) BGA routing for NSH-Hexaboard. Red areas indicate ground connections.

(c) Block diagram showing ground connectivity for NSH-Hexaboard-V2 and NSH-Hexaboard-V3.

Figure 5.20: Comparison of ground configurations and routing for NSH-Hexaboard-V2 and NSH-
Hexaboard-V3. (a) Ground plane configuration in HGCROC-V2, with AGND and DGND separated
on the substrate. (b) BGA routing on NSH-Hexaboard, highlighting ground connections (red areas). (c)
Block diagram illustrating ground connectivity for NSH-Hexaboard-V2 (assembled with HGCROC-V2)
and NSH-Hexaboard-V3 (assembled with HGCROC-V3). Differences in AGND and DGND connec-
tions result in varying ∆-pedestal values, with unified grounds in V3 contributing to increased digital
modulation.
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Figure 5.21: Reduction in ∆-pedestal values observed across channels by isolating the analog and digital
return paths in NSH-Hexaboard-V2. The plot compares the digital coupling amplitude before and after
breaking the AGND-DGND link on the top layer, highlighting a significant reduction in digital modula-
tion.

it is imperative to separate analog and digital return currents at both the package level and on the
Hexaboard’s top layer. This separation should be maintained until their convergence on a low-
impedance ground plane. Hexaboards are designed with three primary ground planes: L3, L5, and
L7, which are interconnected through PTH vias. This ensures a robust and consistent grounding
scheme across the board.

• Ensure Optimal Connectivity for Power and Ground Pins: The experiment highlighted a critical
limitation in the current design, namely the insufficient allocation of PTH vias for analog ground
pins due to space constraints. Additionally, the use of micro-vias (limited to connections between
L1 and L2) proved inadequate for providing low-impedance access to the main ground plane (L3).
Future designs must establish a direct connection between each power and ground pin and the
corresponding ground and power planes on the Hexaboard to improve electrical performance and
system reliability.

• Adopt Via-in-Pad Technology: Implementing Via-in-Pad technology is recommended to address
the space limitations encountered in high-density designs. This approach enables more efficient
connections for power and ground pins while adhering to the physical constraints of the HD-
Hexaboard design. The implementation of this strategy will be discussed further in the context
of the V3-HD-Hexaboard-V2 design.

• Recommendations for ASIC Design: ASIC packages should maintain separation between analog
and digital return paths at the substrate level. Digital components exhibiting high-speed transients
and analog components must have distinct return paths to ensure minimal interference. These cur-
rents should converge only at the Hexaboard’s ground planes, allowing isolation of return currenst
inside the package level.

The experiment with NSH-Hexaboard-V2 and the subsequent development of these guidelines rep-
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resent a pivotal step in addressing digital modulation challenges. These insights will be instrumental in
shaping the design and performance optimisation of the next-generation HD Hexaboards.

5.12 2nd version of 8” HD Hexaboard (V3-HD-Hexaboard)
As recommended in Section 5.11, to achieve low-inductance power and return paths, the V3-HD-Hexaboard
design was implemented using the Via-in-Pad technique. As the name suggests, the “Via-in-Pad” design
incorporates vias directly within the BGA pads. This approach reduces the area required for vias, provid-
ing more routing space between BGA balls to simplify signal routing. It also significantly improves heat
dissipation by connecting each pin directly to the inner PCB layers, enabling efficient heat transfer. The
reduced routing length between the BGA pad or decoupling capacitor and the via, minimizes parasitic
inductance, thereby improving signal integrity and decoupling for high-speed transients.

However, this technique incurs additional manufacturing costs. After drilling the holes in the pads
and coating them with copper, the holes either be filled with non-conductive resin and then copper-capped
or fully copper-filled to prevent solder flow, ensuring robust component assembly. A final planarization
process is also required to smooth the pad surfaces for assembly. Figure 5.22 compares the traditional
Dog-Bone fanout technique with the Via-in-Pad approach.

Figure 5.22: Comparison of BGA fanout techniques in NSH-Hexaboard and V3-HD-Hexaboard. (a)
Dog-bone pattern used for BGA fanout in NSH-Hexaboard, highlighting the traditional approach with
separate via placements. (b) Via-in-Pad technique implemented in V3-HD-Hexaboard, enabling efficient
space utilization and improved electrical performance by integrating vias directly within the pads.

The final iteration of the high-density Hexaboard, designated as V3-HD-Hexaboard-V2.2, is illus-
trated in figure 5.23. The “V3” indicates the use of HGCROC family version 3, while “V2.2” refers to
the specific iteration within the design evolution, succeeding versions 2.0, 2.1, and 2.2. This Hexaboard
is equipped with six HGCROC-V3 chips (HD package) to read out an HD full silicon sensor comprising
432 diode pads, each with an area of 0.5 cm2.

Power Distribution and Connectivity:
The power distribution scheme for the V3-HD-Hexaboard is illustrated in figure 5.24. Figure 5.24 (a)
shows the split power plane on L4, segmented into three sub-power planes: 1V2D (digital), 1V2A-
UP (analog upper region), and 1V2A-DW (analog lower region). Due to space constraints, the V3-
HD-Hexaboard adopts a customized power delivery solution. Power is supplied to the board via a lug
connector and five power spacers: two for grounding, two for analog 1.5 VA, and one for digital 1.5 VD,
as shown in figure 5.24 (b). These 1.5V supplies are further regulated to provide three distinct outputs:
1V2A-UP, 1V2A-DW, and 1V2D, ensuring efficient power distribution to all functional regions of the
board.
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Figure 5.23: Layout of the latest HD design V3-HD-Hexaboard-2.2. The board features 6 HGCROC-
V3 chips, 3 × DF12-60 NB Wagon connectors for data transmission, and 1 bias voltage connector for
module operation. Additionally, it includes 3 LDOs (two for analog 1.2 VA and one for digital 1.2 VD),
5 SSSB-3 power spacers, and 2 SSSB-2.5 mounting spacers for wagon board integration.

These boards also feature a dedicated connector for bias voltage delivery and six strategically posi-
tioned offset step holes to ground the silicon sensor guard ring. Figure 5.24 (c) illustrates the wagon
stack-up, demonstrating how power is routed to the board using a crimp-fit lug and MAC-8 spacers,
offering a robust and space-efficient solution for power connections.

Connectivity with Detector Components:
To facilitate communication with other detector components, the V3-HD-Hexaboard integrates three
wagon connectors (DF12NB-60DS-0V5, 60 pins each) corresponding to the three sectors of the Hex-
aboard (s1, s2, s3). These connectors communicate DAQ data, trigger-data signals, clock, slow and fast
controls, and various reset and status signals. Each wagon connector services two HGCROCs and one
LDO within its designated sector.

The V3-HD-Hexaboard-V2.2 incorporates 14 reserved no-go areas, deliberately kept empty to enable
secure handling by vacuum cups of the pick-and-place machine during the automated module assem-
bly process. This design enhancement ensures reliable mechanical integration and marks a substantial
step forward in addressing the challenges posed by high-density PCB architectures, while fulfilling the
stringent performance and integration requirements of the HGCAL detector system.

5.12.1 Stack-up and VIA Scheme
The V3-HD-Hexaboard design incorporates an 8-layer PCB stack-up and employs the Via-in-Pad fanout
technique, as shown in figure 5.25. The cross-sectional view of the stack-up, depicted in figure 5.25 (b),
illustrates the eight layers and the details of the two types of vias used, along with the back-drill scheme.
The design utilizes two distinct via types: a PTH via spanning L1 to L8, and a specialized via that serves
as a blind via but is PTH Via, extending from L1 to L5. The latter is a result of the Hexaboard’s unique
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Figure 5.24: Power scheme for the V3-HD-Hexaboard. (a) Split power plane on L4, divided into three
sub-power planes: 1V2D, 1V2A-UP, and 1V2A-DW, each powered by individual LDOs. (b) The lug
connector and MAC-8 spacer are used for customized power delivery in space-constrained designs. (c)
Schematic of the V3-HD-Hexaboard and wagon stack-up, illustrating how power is brought to the board
using a crimp-fit lug and SMD 2SSB-2.5 spacer.

manufacturing process, where it is initially fabricated as a PTH via and subsequently modified to function
as a blind via.

The PCB stack-up is largely similar to that of the V3-LD-Hexaboard, with one significant modifica-
tion: the swapping of L2 and L3. Layers L1 and L3 are now dedicated to high-speed differential signal
routing, with reference to the ground plane located at L2. L4 functions as a split power plane, divided into
sub-power planes for digital (1V2D) and analog (1V2A) supplies. To enhance inter-plane capacitance, a
ground plane with minimal dielectric separation (100 µm) is positioned adjacent to L4.

The analog routing is critical for connecting the bonding pads on L6 (intended for bonding to silicon
diode pads) to the HGCROC pre-amplifier input. This routing requires careful shielding to preserve signal
integrity. Ground planes at L5 and L7 are strategically placed to shield the sensitive analog signals while
maintaining their integrity. To reduce capacitive coupling with the silicon pads, L8 is intentionally left
unpopulated, optimizing the electrical performance of the Hexaboard.

The justification for swapping L2 and L3 compared to the V3-LD design is shown in figure 5.26. In
the V3-LD-Hexaboard as shown in figure 5.26 (a), the larger 0.8 mm BGA pitch allows the use of a single
type of PTH via for all layers, enabling analog routing from L6 to L1 directly. This design minimizes
coupling between analog and digital signals in the BGA region, allowing the ground plane to remain
at L3. However, in the case of V3-HD-Hexaboard, shown in figure 5.26 (b), manufacturing constraints
preclude the extension of blind vias to L6. Consequently, analog signals must first be routed to L1 or
L2, which increases the likelihood of coupling between analog and digital signals. To mitigate this, the
ground plane is moved to L2, sandwiched between the routing layers L1 and L3, effectively reducing
cross-layer interference.

In the BGA region, the analog channel pins (excluding those in the first and last columns) are routed
using a blind via breakout strategy. Pins in the first and last columns are routed on L1 and subsequently
connected to L6 via PTH vias. For digital ground (DGND) pins located centrally in the BGA, a direct
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Figure 5.25: (a) The fan-out of the HD-HGCROC-V3 in V3-HD-Hexaboard-V2.2, utilizing PTH vias
(L1-L8) and blind vias (L1-L5). (b) Cross-sectional view of the PCB stack-up, detailing the types of
vias and the back-drill scheme employed.

Figure 5.26: Comparison of PCB routing in V3-LD and V3-HD designs. (a) V3-LD analog signals
(light blue) are routed directly from L6 into the BGA region and connected to pins using PTH vias (L1-
L8). (b) V3-HD analog signals are routed from L6 to L2 (red) or L1 (green) via PTH vias and then fur-
ther routed to BGA pins.

connection to the ground plane is established using PTH vias. In contrast, analog ground (AGND) pins,
situated at the periphery, use a combination of PTH and blind vias, depending on the available routing
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space. Power pins are connected to their respective sub-power planes (1V2D and 1V2A) on L4 using
blind vias. Some pins are intentionally left without vias and are connected to the nearest available net to
facilitate power distribution within the internal layers.

The V3-HD-Hexaboard’s stack-up and VIA scheme optimize signal integrity and power distribution
within the constraints of a 0.6 mm BGA pitch. The design effectively mitigates signal coupling through
the strategic placement of ground planes and employs advanced routing techniques to meet HGCAL’s
performance requirements.

5.12.2 Design validation by simulation
Hexaboard is a very complex, noise-sensitive, multilayer HDI design. It is very important to validate and
sign off design before fabrication. For this purpose, the design is passed through a long PCB simulation
cycle. The Ansys SIWAVE PCB signal and power integrity simulation tools are being used for these
studies.
The main scans and tools used for these validation cycles are the following: (see chapters 12 and 13 of
[105])

• Power integrity simulation: Includes PDN Target Impedance control and IR Drop Scan.

• Signal Integrity Simulation: includes S-Parameter Extraction for validation of high-speed links
(320MHz and 1.28 Gbps) and Impedance Scan.

The details of these tests are:

• TARGET IMPEDANCE: The term “target impedance” denotes the highest permissible impedance that
the PDN can exhibit towards the load, while still satisfying the voltage regulation criteria of the
load components. The target impedance curve is typically established based on the transient re-
sponse criteria of the load and the permissible voltage fluctuation defined for the system. PDN
Target Impedance is extracted for a wide frequency range to see if there are any large impedance
peaks for certain frequencies, that can cause a large ripple at that specific frequency in PDN. This
target impedance scan utilysed for optimizing the decoupling scheme and controlling power path
impedance below a certain threshold to reduce ripple in the system for large frequency ranges. The
target impedance for a power plane is calculated by equation 5.3 shown below:

Z = ∆V/Inst. (5.3)

Where ∆V is the allowed ripple in the supply voltage. Its nominal allowed value is 5% of applied
voltage. For Hexaboard, the applied voltage value is 1.2 V;

∆V = 1.2∗5/100 = 0.06 V. (5.4)

And Inst is the Instantaneous current drawn by the load, in our case its average value is 2 A, there-
fore, the target impedance values is:

Z = 0.06 V/2 A = 30 mOhms. (5.5)

The impedance profile of the digital power plane for the V3-HD-Hexaboard-V2.2 is illustrated in
figure 5.27. This figure demonstrates that, across a broad spectrum of frequencies, the digital power
plane’s target impedance is effectively regulated. However, the PDN exhibits minor resonant peaks
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Figure 5.27: Target Impedance extraction for V3-HD-Hexaboard-V2.2 for digital power 1V2D for
chip1, 2, 3.

at frequencies of 13.18 MHz and 15.13 MHz, denoted by markers M1 and M2, respectively. Res-
onant peaks indicative of excessive impedance can be mitigated by incorporating decoupling ca-
pacitors tuned to the corresponding resonant frequencies, thereby enhancing the overall impedance
characteristics of the PDN.

• IR-DROP SCAN : For identifying abnormal plane voltage drops and current congestion; the IR scan
is performed. Figure 5.28 provides a detailed IR-drop analysis, including IR-drop measurements
“∆-V” and current density of the V3-HD-Hexaboard power plane. The left plot uses a color-coded
scale to clearly illustrate the voltage drop across the power plane. Notably, the LDO regulator,
where the voltage is 1.197 V, is marked by red markers when it is close by. Blue markers, on the
other hand, indicate areas with the lowest recorded voltage value of 1.194 V, which means there is a
mere 3 mV, indicating the effectiveness of the power plane in sustaining a steady voltage level. The
right figure is depicting the current density of the power plane and especially helpful in spotting
possible current flow congestion, which may point to inefficient regions or the possibility of local-
ized heating. These kinds of insights are essential for identifying the power plane’s malfunctions
and for directing further optimization techniques.

• IMPEDANCE SCAN: To identify impedance discontinuities for differential and critical single-ended sig-
nals. It is a very useful tool for reducing the reflections in signal transmission. Figure 5.29 analyzes
PCB 100Ω differential traces impedance in detail. The picture uses color coding to show PCB trace
impedance levels, helping identify if there is any impedance miss-match that could affect circuit
performance. The yellow colors represent 97.5Ω impedance levels for the L3 routing while the
Orange color shows 105.5Ω for L1 differential routing. both values are acceptable and are in the
range of 100Ω with ±10% which is by the design specifications.

• S-PARAMETER EXTRACTION: S-parameter especially insertion-loss scan used to validate the differ-
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Figure 5.28: The Voltage distribution and current density analysis of V3-HD-Hexaboard power plane:
The left image shows the voltage gradient across the plane, with red regions near the LDO at 1.197 V
and blue regions with minimal drops (3 mV). The right image shows the current flow density, revealing
PDN congestion.

Figure 5.29: Impedance scan for differential routing on L1 and L3. The plot shows the differential
impedance of the 100Ω routing, displayed in a color-coded manner, with values maintained within
±10% of the target 100Ω.

ential links quality, to ensure that the 3 dB loss point is at least 5 harmonics above the signal
frequency. Figure 5.30 illustrates the S-parameter response analysis of a signal with a fundamental
frequency of 320 MHz. This diagram is crucial for illustrating the signal’s behavior throughout a
wide range of frequencies. The response curve exhibits a crucial point at a frequency of 7.05 GHz,
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Figure 5.30: S-Parameter response analysis for a signal with a frequency of 320 MHz. The plot depicts
the dB magnitude of the S-parameters over a frequency range of up to 10 GHz. It highlights the 3 dB
cutoff point at 7.05 GHz, which signifies the frequency at which the signal intensity is halved.

which is recognized as the cutoff frequency with a 3 dB attenuation. This point signifies a notable
breakthrough in signal analysis, as it denotes the frequency at which the power of the signal is
reduced to half of its maximum value. It effectively serves as a metric for the system’s bandwidth.
An analysis of this nature is crucial during the design and verification of high-frequency circuits
since it enables the fine-tuning of the circuit’s performance across the desired frequency range.

5.12.3 Performance analysis (bare Hexaboard and silicon Hex-Module)

The average noise and ∆-Pedestal values for five V3-HD-Hexaboards are presented in tables 5.3 and 5.4
respectively, with detailed plots for Chip 2 of board XHF03PN-00023 shown in figure 5.31. The re-
sults exhibit a consistent pattern of noise and ∆-Pedestal values across the tested boards, identified by se-
rial numbers XHF03PN-00020, XHF03PN-00023, XHF03PN-00025, XHF03PN-00034, and XHF03PN-
00035 (where XHF denotes the full HD-Hexaboard version, 03 represents HGCROC-V3, and the last two
digits indicate the Hexaboard serial number).

Average Noise (ADC units)
Board Chip 0 Chip 1 Chip 2 Chip 3 Chip 4 Chip 5

XHF03PN-00020 0.95 0.97 0.74 0.78 0.96 0.73
XHF03PN-00023 1.059 1.017 0.93 0.94 1.04 0.91
XHFO3PN-00025 0.91 0.99 0.93 0.95 0.96 0.855
XHF03PN-00034 0.933 0.959 0.995 0.761 0.938 0.726
XHF03PN-00035 0.998 1.018 1.074 1.052 0.997 1.04

Average 0.97 0.9908 0.9338 0.8966 0.979 0.8522
All Boards Avg. 0.93 ADC units (∼ 1200e− at 160 ADC gain range)

Table 5.3: Average noise values for all chips of 5 V3-HD-Hexaboards (XHF03PN-000xx).
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Figure 5.31: Average noise and ∆-Pedestal values for Chip 2 of XHF03PN-00023. The noise histogram
(left) shows a mean of 0.93 ADC units, while the ∆-Pedestal histogram (right) records an average of
2.05 ADC units.

∆-Pedestal (ADC units)
Board Chip 0 Chip 1 Chip 2 Chip 3 Chip 4 Chip 5

XHF03PN-00020 1.86 1.63 4.85 3.81 1.48 5.4
XHF03PN-00023 1.74 1.69 2.05 1.88 1.94 2.32
XHFO3PN-00025 1.59 1.55 2.25 1.8 1.92 1.58
XHF03PN-00034 1.68 1.72 3.49 1.8 1.72 1.25
XHF03PN-00035 1.71 1.77 1.42 1.9 1.52 1.55

Average 1.716 1.672 2.812 2.238 1.716 2.42
All Boards Avg. 2.09 ADC units (∼ 2600e− at 160 ADC gain range)

Table 5.4: ∆-Pedestal values for all chips of 5 V3-HD-Hexaboards (XHF03PN-000xx).

The mean noise level across all chips remains below 1 ADC unit, with an average of ∼ 0.93 ADC
units for all boards, indicating a low-noise operational environment for the Hexaboards. The ∆-Pedestal
average value is recorded at ∼ 2 ADC units, which is slightly higher than the ∼ 1.8 ADC units observed
in V3-LD-Hexaboards for limited datasets. Among the chips, Chip 3 exhibits the highest average ∆-
Pedestal value of 2.238 ADC units, suggesting the need for closer inspection and debugging, both at the
operational and design levels.

The HD silicon Hex-Module has been assembled using a 120 µm-thick silicon sensor with the V3-
HD-Hexaboard series. The histograms in figure 5.32 show the average noise and ∆-Pedestal distributions.
The noise histogram (left) records an average value of ∼ 1.7 ADC units, translating to ∼ 2200 electrons
for the 54 pF capacitance of the 120 µm silicon sensor. This value aligns closely with the anticipated noise
levels for 54 pF as shown in figure 5.3. The ∆-Pedestal histogram (right) has an average of ∼ 5.6 ADC
units, with a few outlier channels exceeding 20 ADC units, suggesting the need for further analysis to
enhance TOA threshold settings.

The latest V3-HD-Hexaboard design demonstrates significant improvements over the previous NSH-
Module, which utilized the same HGCROC-V3 ASIC in an HD package. Specifically, the average noise
and ∆-Pedestal values for the V3-HD module are ∼ 1.7 ADC units and ∼ 5.6 ADC units, compared to 2.5
ADC units and 175 ADC units, respectively, for the NSH-Module. These advancements are attributed to
enhanced design robustness, better grounding, and improved routing strategies.

A comparison of coherent and intrinsic noise levels across the V3-HD, V3-LD, and NSH modules,
as shown in figure 5.33, further highlights the performance improvements of the V3-HD module. The
Incoherent noise, represented by the even-odd subtraction in the blue histograms, is lowest for the V3-HD
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Figure 5.32: Histograms showing the average noise and ∆-Pedestal values for the V3-HD silicon Hex-
Module. The noise histogram (left) records an average of ∼ 1.7 ADC units (∼ 2200 e−), and the ∆-
Pedestal histogram (right) shows an average of ∼ 5.6 ADC units.

module with a standard deviation normalized by the square root of the number of channels (std/
√

n) at
1.46 ADC units. In contrast, the V3-LD and NSH modules exhibit higher coherent noise values of 1.91
and 1.94 ADC units, respectively. Similarly, the coherent noise (orange histograms) is also lowest for the
V3-HD module, with a CN of 0.30 ADC units compared to 0.64 ADC units for the V3-LD module and a
significantly higher 2.76 ADC units for the NSH module.

Figure 5.33: Comparison of coherent and incoherent noise for different silicon Hex-Module variants.
The plot illustrates the noise performance of the V3-HD-Hex Module (120 µm sensor), V3-LD-Hex
Module (300 µm sensor), and NSH-Hex Module (300 µm sensor). For each configuration, the alternate
sum (even-odd channels) and direct sum (all channels) noise are analyzed. The V3-HD-Hex Module
demonstrates the lowest coherent and incoherent noise levels, highlighting its optimized design and en-
hanced signal integrity compared to the other versions.

These results emphasize the effectiveness of the V3-HD design in minimizing both coherent and
intrinsic noise, which is crucial for high-precision applications. The data presented underscores the relia-
bility and robustness of the V3-HD module, reinforcing its suitability for pre-production. With consistent
noise levels, controlled ∆-Pedestal values, and significantly reduced noise characteristics, the V3-HD
module is well-positioned to set new benchmarks for performance and reliability in high-precision detec-
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tor systems.

5.13 Partial Hexaboards
To maximise the coverage at the inner and outer cassette peripheries, partial Si sensors diced from full
hexagonal sensors by cutting full hexagonal sensors into different non-hexagonal subparts are used. Each
sensor variant requires a distinct PCB design, resulting in 11 Hexaboard variants [101]. Following hex-
aboard variants based on their cell size, the partials also have LD and HD variants. There are a total of 11
variant hexaboards; two of them are full (HD and LD), five LD partials, and four HD partials. The full
versions are already explained in detail.

5.13.1 LD-Partial Hexaboards
Figure 5.34 presents five variants of LD-partial Hexaboards designed to meet the unique geometrical re-
quirements of LD sensors in the HGCAL system. Subfigure (a) depicts the V3-LD-Half designs, specif-
ically addressing the top and bottom regions of the half-sensors to ensure complete coverage. Subfigure
(b) showcases the V3-LD-SEMI designs, optimised for the left and right sections of the SEMI sensors.
Subfigure (c) features the V3-LD-Five design to efficiently read out the Five-partial sensors. The first four
designs utilise two HGCROC chips each, while the fifth employs three chips for a full readout of silicon
pads. These unique designs ensure full coverage of the silicon sensor readout for the HGCAL detector.

Each partial hexaboard has a unique design tailored to its location and function within the detector
assembly. Unlike the full hexaboard, the partial hexaboards connect to a dedicated Partial Concentrator
Mezzanine board (PCM), which houses the ECON-D, ECON-T, and Rafael ASIC for clock distribution
and command fanout. This PCM interfaces with the wagon board through a specialised, thin Zipper
board, ensuring efficient data transmission and command routing, as depicted in figure 5.35.

Figure 5.34: The LD-Partials design: (a) shows V3-LD-Half (Top/Bottom), (b) shows V3-LD-SEMI
(Left/Right), and (c) shows V3-LD-Five.

To accommodate the detector’s complex geometry, various PCB configurations were initially required
for LD partials, depending on their spatial orientation and connection points to the wagon board. How-
ever, the design process was streamlined by reducing the number of board variations. The physical com-
plexities are now addressed through the tailored shapes of the partial concentrator boards, which maintain
robust connectivity to the wagon using specialized compact concentrator cards.



5.13. PARTIAL HEXABOARDS 133

Figure 5.35: The LD Partials board connectivity scheme with Wagon through partial concentrator mez-
zanine and a Zipper board [28].

Each LD-partial hexaboard design ensures complete coverage of the sensor’s active area, with unique
channel mappings and split power plane configurations tailored for efficient power distribution. This
thoughtful approach enables the seamless operation of both the digital and analog LDOs, facilitating
precise signal processing within the HGCROC.

Figure 5.36: (a) Stack-up cross-section with VIA types and back-drilling set. (b) HGCROC-V3 fanout
in LD-Partials, illustrating power (P1V2A, P1V2D), ground (DGND, AGND), and decoupling capacitor
placements.

Figure 5.36 illustrates the LD-partial stack-up and BGA fanout, highlighting key design adaptations
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tailored for partial boards. Subfigure (a) presents the eight-layer stack-up, derived from the LD full
version, with specific modifications inspired by the HD design. These modifications include the addition
of VIA [L1-L5], strategically placed in areas above the dicing line of the silicon sensor carrying the bias
voltage. This adjustment not only optimised the design but also reduced the backdrill requirement to a
single layer (B8–8–7), improving manufacturing efficiency. Subfigure (b) details the BGA fanout and
routing, where decoupling capacitors for analog (P1V2A) and digital (P1V2D) power are positioned on
the left and right sides, respectively. Power pins are connected to their respective power planes via PTH
vias, while digital ground pins link to L3, L5, and L7 through grouped PTH vias. Analog ground is
isolated on Top layer and routed through PTH VIA [L1-L8] to connect with the inner ground planes. This
meticulous layout ensures robust grounding, reliable power delivery, and stable performance, all critical
for the operation of the LD-partial hexaboards.

The performance of a partial design of the LD-SEMI left is shown in figure 5.37. The noise distribu-
tion, depicted on the left, demonstrates an average noise value of 1.079 ADC units for Chip 0, indicating
stable and uniform behaviour across the channels. On the right, the ∆-pedestal distribution shows an
average value of 3.91 ADC units, reflecting the pedestal variability with phase. These metrics validate
the robustness and operational stability of the design, with opportunities for further improvement in ∆-
pedestal uniformity through tuning and debugging of a few channels with higher values to enhance the
overall electrical performance.

Figure 5.37: The Noise and ∆-pedestal performance of LD Partial SEMI (named as L01): (Left) The
histogram represents the noise distribution for the Partial LD-SEMI, with an average noise value of µ =
1.079 ADC units, indicating stable noise performance across the chip’s channels. (Right) The histogram
shows the ∆-pedestal distribution for the Partial LD-SEMI, with a mean value of µ = 3.91 ADC units,
reflecting the variation in pedestal with phase across the chip’s channels.

The LD-Partial hexaboard designs effectively meet the geometrical and functional requirements of the
LD sensors, ensuring full coverage, stable connectivity, and optimised power distribution. The V3-LD-
SEMI left achieves comparable performance to the full LD hexaboard, with an average noise of ∼1 ADC
units and a ∆-pedestal of 4 ADC units, both within the acceptable range and compliant with full LD
specifications.

5.13.2 HD-Partial Hexaboards

The four HD-partial hexaboard designs, V3-HD-Top (Half), V3-HD-CHOP-II (Bottom), V3-HD-SEMI-
Left, and V3-HD-SEMI-Right, are shown in figure 5.38. These designs are specifically developed to
address the geometrical and functional requirements for the inner pheripery of the HD sensors, ensuring
precise signal readout and robust connectivity across all regions. Each partial has a unique design against
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its own set of constraints, similar in concept to their LD counterparts. The stack-up and via scheme for
these partial boards are consistent with the design principles of the full HD hexaboards, as detailed in
Section 5.12.1. This consistency guarantees reliable signal integrity and optimized power distribution
across all configurations.

Figure 5.38: HD-Partial hexaboard designs: (a) HD-Top partial, (b) HD-Bottom (CHOP-II) partial, (c)
HD-SEMI-Left partial, and (d) HD-SEMI-Right partial. These boards are tailored for the inner periph-
ery of the HD sensor.

The connectivity for the HD partial boards mirrors that of the full HD design. Each board is read
by the HD wagon, which hosts the Rafael ASIC for clock and fast command fanout, and the ECON-
D and ECON-T ASICs for data and trigger concentration. All the designs have undergone extensive
PCB simulations to validate their performance and reliability. However, these boards are still in the
pre-production phase, and no test results are available at the time of this writing.

Overall, the HD-partial hexaboards provide a versatile and efficient solution for sensor coverage in
regions where the full HD boards cannot be deployed.
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5.14 Conclusion
This chapter presented the design evolution, prototyping, and optimisation of Hexaboards for the HGCAL
detector, focusing on both LD and HD configurations. The development followed a structured approach,
beginning with the LD Hexaboard as a reference before transitioning to the HD version.

The initial prototype, LD-HB-CMS-V1, designed with existing knowledge inspired by earlier SKIROC-
based designs. While it served as a proof of concept, its high digital noise and inadequate shielding
between analog and digital circuitry highlighted key areas for improvement. Despite these limitations,
valuable insights were gained, leading to refinements in copper balancing, bonding pad layout, and glue-
seepage mitigation. These improvements laid the groundwork for subsequent iterations.

The second prototype, LD-NSH-HB-V2, incorporated an optimised stack-up and leveraged PCB sim-
ulations to refine signal integrity. By replacing stepped holes with non-stepped holes, manufacturing
complexity and production time were reduced. These changes significantly improved pedestal noise,
lowering it to ∼1.3 ADC units for the bare board and ∼2.4 ADC units for assembled modules. How-
ever, assembling with HGCROC-V3 revealed an unexpected increase in ∆-pedestal, necessitating further
R&D. This investigation emphasised the importance of low-impedance return path separation for analog
and digital grounds, both at the package level and PCB top layer.

The final version, V3-LD-Hexaboard-V1.3, integrated all previous refinements and met the perfor-
mance benchmarks set by HGCAL. Pedestal noise was reduced to ∼1.0 ADC units for the bare board
and ∼1.5 ADC units for assembled modules, with a ∆-pedestal of ∼9 ADC units. The signal-to-noise ra-
tio (S/N) reached 11, ensuring compliance with the HGCAL TDR specifications. Further enhancements
improved manufacturability, optimizing mechanical integration and service routing for deployment in
HL-LHC conditions.

Building on the LD Hexaboard experience, the HD Hexaboard design incorporated key improve-
ments, including isolated analog and digital grounds with low-impedance paths. The Via-in-Pad tech-
nique was adopted to minimize parasitic inductance, improve signal integrity, and optimise spacing be-
neath the BGA. Performance evaluation demonstrated that the V3-HD-Hexaboard achieved an average
noise of ∼0.93 ADC units and a ∆-pedestal of ∼2 ADC units for the bare board. When integrated into an
HD silicon Hex-Module with 120 µm silicon, these values remained stable at ∼1.7 and ∼5.6 ADC units,
respectively. In comparison, the NSH-Module with the same HGCROC-V3 ASICs exhibited significantly
higher values of ∼2.5 and ∼175 ADC units, confirming that the V3-HD-Hexaboard fully complies with
the HGCAL Technical Design Report (TDR) requirements.

The Hexaboard development followed an iterative process of prototyping, validation, and refinement.
The final LD and HD versions achieved low noise, improved signal integrity, and compliance with HL-
LHC requirements, ensuring reliable performance in high-precision detection.



Chapter 6
The Silicon Hex-Module Performance
Evaluation

6.1 Introduction

This chapter presents a detailed evaluation of the CMS HGCAL silicon modules, focusing on beam test
campaigns and laser-based timing characterization. The goal is to refine the module design and optimize
performance to meet the stringent operational requirements of the HL-LHC. Key aspects covered include
MIP detection with a targeted S/N as specified in the TDR, pedestal and common-mode noise corrections,
stepwise design recommendations, timing resolution studies, and the comparison of experimental results
with theoretical benchmarks.

The chapter begins with an overview of the beam test setup at the CERN SPS, described in Sec-
tion 6.2. It then presents the beam test campaigns conducted in 2021 (BT2021), 2022 (BT2022), and
2023 (BT2023), detailed in Sections 6.3, 6.4, and 6.5, respectively. The corresponding results and key
findings are discussed in Sections 6.3.1, 6.4.1, and 6.5.1. Based on these experimental insights, recom-
mendations for Hexaboard design improvements are outlined in Sections 6.3.2, 6.4.2, and 6.5.2, guiding
further optimization efforts.

The focus then shifts to silicon module characterization using a laser-based setup, described in sec-
tion 6.6. This section discusses the calibration and synchronization of the laser system, which are neces-
sary steps for accurate timing measurements. The findings offer valuable insights into the performance
of individual silicon module channels and the overall timing resolution of the system.

In Section 6.6.1, factors influencing the timing resolution of silicon modules are explored in detail.
The setup and methodology for conducting timing studies using the laser system are elaborated in sec-
tion 6.6.3. Section 6.6.6 outlines the procedure for timing performance measurements and presents the
results obtained from three representative channels of the silicon module. Furthermore, section 6.7 in-
vestigates the impact of temperature variations on timing resolution, providing insights into performance
stability under different operating conditions.

A comparative analysis of experimental results with theoretical benchmarks, as outlined in the HG-
CAL TDR and ASIC design specifications, is presented in section 6.8. This section evaluates the align-
ment between experimental observations and design expectations, highlighting areas for optimization and
refinement, while the causes of deviations are analyzed in section 6.8.

At the end of the chapter, in section 6.9, the extracted timing characteristics using the laser system
are incorporated into full detector simulations to evaluate their impact on the reconstruction of neutral
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hadrons (K0
L) and photons (γ), as these particles rely solely on calorimetric measurements. The study

simulates single-particle gun events with energies up to 120 GeV at pseudorapidity η = 2, focusing on
the sensitivity of TOA resolution to shower efficiency and pileup mitigation. The chapter concludes
by identifying opportunities for future improvements in silicon module performance, discussed in sec-
tion 6.10. Collectively, this chapter establishes a comprehensive framework for evaluating and optimizing
the silicon modules essential to the HGCAL system.

6.2 Silicon Hex-Module characterization in the Beam test

6.2.1 Motivation and goals
The HGCAL silicon Hex-Module evaluation in the beam tests serves several purposes. Primarily it pro-
vides an opportunity to characterise its response to real particle beams, facilitating validation of charge
collection, timing performance, and overall detector behaviour under controlled test conditions. These
studies further enable a systematic assessment of individual module components, including the sili-
con sensors, HGCROC front-end ASICs, readout printed circuit boards (Hexaboards), and thermally-
conductive baseplates. The aim is to ensure that each components meets performance expectations for
detection efficiency, data processing, and thermal management required for high-granularity calorimetric
operation.

Calibrating the module using MIPs as a standard is another key goal. MIPs help standardize the mod-
ule’s response, essential for consistent and accurate data interpretation during actual operations. Similarly,
beam tests facilitate checking the integration and overall functionality of the module within the broader
HGCAL system, examining data synchronization, data acquisition systems, and power distribution in a
controlled setting. The data collected during these tests are invaluable for refining detection algorithms
and are a main source of feedback to the front-end electronics designer (ASICs, boards), ensuring that
the module’s design is accurate and effective.

The scope of this section of the chapter is to focus on the utilization of data derived from beam
tests, which are critical and comprehensive assessments with widespread applications. It is important to
mention at this stage, that plots relevent to beam test results have not produced by me, I was the part
of beam test team, and participated in the data-taking and data-analysis and most of the plots have been
made by other team members. The primary objective here is to analyze the beam test data to assess
the silicon Hex-Module with a particular emphasis on the performance of the Hexaboard, the readout
board of the silicon Hex-Module. This evaluation will consider the performance of these components in
response to MIP and measure how closely the results align with the predefined target values of signal-to-
noise ratio at various gains of HGCROC, listed in tables 6.1 and 6.2. Table 6.1 shows the expected values
of charge, noise and signal-to-noise ratios for three types of silicon sensors with thicknesses of 300 µm,
200 µm and 120 µm at Start-Of-Life (SOL) and End-Of-Life (EOL) conditions, while table 6.2 lists the
expected values of MIP in terms of ADC count at the three gain settings of the HGCROC. This analysis
will address any discrepancies or issues by integrating feedback into the design of the Hexaboards to
enhance their functionality.
Overall, these beam tests play a important role in ensuring that the HGCAL module is meticulously
optimized and demonstrates the reliability required to meet the demanding requirements of HL-LHC
phase.

6.2.2 Beam Test setup for HGCAL at Super Proton Synchrotron (SPS) CERN
The silicon Hex-Module performance evaluation has been conducted through three major beam test cam-
paigns: September and October 2021, utilizing the NSH-Hex-Module (Non-Stepped-Hole silicon mod-
ule); October 2022, with the V3-LD Hex-Module; and August and October 2023, employing V3-LD
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Silicon thickness 300 µm 200 µm 120µm
Area (cm2) 1.26 1.26 0.56

Capacitance (pF) 48 69 54
Signal at start of life (SOL) ∼ 22 ke ∼ 15 ke ∼ 9 ke

Charge at SOL (fC) 3.52 2.4 1.45
Preamp. Gain range (SOL) 160 fC 160 fC 160 fC

Noise (e-) ∼ 2000 ∼ 2700 ∼ 2250
Expected S/N ∼ 11 ∼ 5.55 ∼ 4.0

TDR value 11 6 4.5
Max Fluence 1E15 2E15 8E15

CCE at (EOL) 60% 70% 62%
Charge at EOL ∼ 13.2ke ∼ 10.5ke ∼ 5.6ke

Leakage current (µA), VB = 600V (EOL) 9 12 13
Additional noise (adds in quadrature) ∼ 1346e− ∼ 1554e− ∼ 1617e−

Preamp gain EOL 160 fC 160 fC 80 fC
Base noise (typical gain) ∼ 2000e− ∼ 2700e− ∼ 2250e−

Total noise ∼ 2410e− ∼ 3115e− ∼ 2770e−
S/N EOL ∼ 5.5 ∼ 3.37 ∼ 2.02

S/N EOL TDR 4.7 2.3 2.2

Table 6.1: The table shows start-of-life (SOL) and end-of-life (EOL) electrical characteristics for the
silicon Hex-Modules with different sensor thicknesses. It includes their cell sizes, capacitances, and the
electrical signal produced by MIP at the SOL and EOL conditions, along with the expected noise and
signal-to-noise ratio. The final performance is compared with the design specifications, mentioned in
the TDR [6]. This information was presented by Dr. Philippe Bloch and A.Steen at the HGCAL Annual
Review in 2023 [108] (slide 13).

HGCROC ADC gains 80 fC ( High) 160 fC ( Medium) 320 fC (Low)
01ADC unit =
(Q-range/(ADC range-pedestal)
assuming pedestal = 124

80 fC/900 160 fC/900 320 fC/900

ADC( fC) ∼ 0.09 fC ∼ 0.180 fC 0.350 fC
For 300µm
1MIP = 3.52 fC ∼ 39 ∼ 18 ∼ 10

For 200µm
1MIP = 2.4 fC ∼ 26 ∼ 13 ∼ 6.8

For 120µm
1MIP = 1.45 fC ∼ 16 ∼ 8 ∼ 4

Table 6.2: The table describes the estimated signal in ADC units, produced by the Muon, known as a
minimum ionizing particle (MIP) at high, medium, and low gains setting of the HGCROC, with sili-
con thicknesses of 300 µm, 200 µm and 120 µm. The values are adjusted by mapping the available dy-
namic range (full range - pedestal) for an average pedestal of 124 ADC units and a full 10 bits ADC
range (210) 1024 against the injected charge of 80 fC, 160 fC and 320 fC.

Hex-Modules (both full and partial) along with the V3-HD Hex-Module. All tests prior to the last cam-
paign focused on single-module testing, utilizing data acquisition through the Trophy board (interface
board between Hexaboard and Hexacontroler) and Hexa-controller systems. The August and October
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2023 campaigns, however, transitioned to a multi-module setup, integrating the silicon Hex-Modules with
ECONT ASICs on the concentrator mezzanine board and employing a DAQ system based on the Wagon
and Engine boards concept. This thesis primarily focuses on the results obtained from the single-module
beam tests.

Figure 6.1: The experimental setup at the SPS CERN H2 beam line for the silicon Hex-Module beam
test was conducted in September 2021. The particle beam enters from the right side of the setup, pass-
ing through the centers of a series of scintillators that are precisely aligned with the silicon Hex-Module
housed within the environmental chamber, known as the Vienna box. This configuration ensures that the
beam accurately targets the module for optimal data collection.

The setup used during the 2021 beam test campaign is illustrated in figure 6.1. A more detailed block
diagram, depicting the connectivity of various components, is shown in figure 6.2, which is representative
of all single-module beam test campaigns. The key elements of this setup are described below:
Beam Line: The HGCAL beam tests were conducted at the EHN1 Experimental Area in CERN’s North
Area, using the SPS as the primary accelerator. The 2021-2022 beam tests were performed on the H2 line,
while the most recent campaign utilized the H4 line. Both beamlines share the same primary target, T2,
and offer similar beam characteristics, as detailed in table 6.3. Both lines can supply beams of hadrons,
electrons, and muons across a momentum range from about 10 to nearly 400 GeV/C, with varying purity
levels to accommodate the diverse experimental needs [109, 110].

The secondary beam is produced by directing a 400 GeV proton beam from the SPS onto a 500 mm
long beryllium target, generating secondary or tertiary particles, filter out through a combination of mag-
netic deflection and beam collimation. The selected particles then travel through dedicated beam lines,
spanning approximately 540 meters for the H4 line and 590 meters for the H2 line guided by a meticu-
lously arranged assembly of bending dipole magnets, focusing quadrupoles, and corrective elements, all
of which steer the beam accurately toward the designated experimental area.

In configurations designed for electron and positron operations, particle production involves a two-
stage conversion process. Photons from the decay of π0 or η mesons, produced at the T2 target, proceed
directly downstream and undergo pair production at a secondary lead target. Magnetic fields between the
targets remove secondary charged particles, while a septum magnet at the start of the H4 beamline filters
particles based on momentum and charge, guiding them toward the experimental setup [111].
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Figure 6.2: The beam test setup block diagram is true for all single-module beam setup for 2021, 2022,
and 2023. The beam indicating H2 or H4 beam lines, the NIM Carte (Nuclear Instrumentation Crate),
processed the four input signals from four scintillators (S1, S2, S3, and S4) and used the coincide logic
to output a trigger pulse for the DAQ system, which consists of a Hexa-controller (FPGA part), and a
trophy board (interface with a silicon Hex-Module). Pb (plates) are used for electromagnetic shower
generation.

Parameters Target: T2
Beam Line H2 H4

Maximum momentum
(primary mode/secondary mode)

(GeV/C)
400/360 400/330

Maximum acceptance (µSr) 1.5 1.5
Maximum ∆p(p(%) ±2.0 ±1.4
Max. intensity/spill
(Hadrons/Electrons) 107/105 107/106

Ion beams Y Y
Available particle types Primary proton / pure electron/ mixed hadrons/Muon

Table 6.3: Beam parameters for the EHN1 beam lines[109]

Trigger Scintillators (S1 - S4): These scintillators are thin detectors arranged in sequence, producing
a light flash when a charged particle passes through. The light is converted into an electrical signal by
photomultiplier tubes or photodiodes. The output of these scintillators are then processed by a NIM crate
to generate a valid trigger signal based on coincidence logic, which initiate a data acquisition process at
DAQ- setup.
Lead (Pb) Plates: The lead plates are positioned between the silicon Hex-Module and the trigger scintil-
lators. As a particle traverses the four scintillators, it generates a trigger signal that activates the readout
circuitry. The particle then passes through the lead plates, where an electromagnetic shower is induced
by the interaction of high-energy particles with the lead. This interaction produces secondary particles,
which are subsequently detected by the silicon modules that form the core sensing elements of the calori-
metric system.
silicon Hex-Module and Data Acquisition: The silicon Hex-Module (usllay knows as Hex-Module),
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an essential component of the HGCAL, consists of a Hexaboard attached to a silicon sensor, Kapton
foil, and a base-plate (detailed in Section 2.6). The data acquisition system includes the Hexacontroller,
a customized board with a Trenz FPGA module, and the Trophy board, which serves as an interface
between the silicon Hex-Module and the Hexacontroller. The readout chips of module captures charge
and TOA information, digitizes it, and transmits it to the Hexacontroller, which then stores the data in
raw format on the DAQ PC. This data is subsequently processed and analyzed to evaluate the silicon
Hex-Module’s performance.

This precisely engineered setup has been essential for the systematic characterization of silicon Hex-
Modules under controlled test conditions.

6.3 Beam Test campaign 2021 with the NSH-LD-Hex Module
The beam test campaign conducted in 2021 employed the NSH-LD-Hex module, assembled with HGCROC-
V2 and HGCROC-V3 ASICs and a 300 µm thick n-on-p silicon sensor. The module and its readout
configuration includes the Trophy-V2 board and Hexa-controller, as depicted in figure 6.3. The assem-
bly is mounted on a copper cooling plate that is suspended vertically within the Vienna cooling box,
strategically positioning the silicon Hex-Module in alignment with the beam line. Over the course of the
week-long campaign, substantial efforts were dedicated to optimizing the delay settings and calibrating
the module.

During the test beam campaign, electron beams with energies ranging from 20 GeV to 250 GeV were
used in two configurations: with and without absorber plates. The absorber setup created a wide beam
spot and served two main purposes—to align the beam with the silicon module by identifying strong
central signals, and to generate electromagnetic showers for future physics analyses. For MIP detection,
a configuration without absorbers was selected to deliver a narrow and focused beam targeted at a specific
silicon cells.

In the first part of beam test (Sep. 2021), NSH-LD-Hex-Module-V2 (assembled with HGCROC-V2)
was used. At 200 GeV, the incident electron beam was detected by the silicon Hex-Module; however,
no MIP signal was observed. This is likely due to limitations of the HGCROC-V2 chip, which was
not capable of handling multiple Level-1 Accept (L1A) trigger signals, used by the trigger system to
release stored data from specific memory locations within the HGCROC. Possible malfunctions in the
data acquisition software may have also contributed to this absence of MIP signal.

In the second part of the campaign (Oct. 2021), another NSH-LD-Hex-Module-V3 (assembled with
HGCROC-V3 ASIC) was used. The pedestal noise and ∆-pedestal values were 6 and ∼ 180 ADC units,
respectively, as shown in figures 6.4 and 6.5. Although the noise and ∆-pedestal values were worse
compared to NSH-LD-Hex-Module-V2, with noise and ∆-pedestal values of approximately 4 and ∼17
ADC units respectively (see figure 5.17), the acquisition software successfully detected MIP signals in
100 GeV electron beams without absorbers. Data were acquired at two different gain settings of the
HGCROC-V3: a low-gain configuration with an ADC range corresponding to 320 fC, and a medium or
typical gain setting where the full ADC range maps to 160 fC.

6.3.1 Achievements and results
Key achievements from the 2021 beam test include the development of effective methodologies for
pedestal and common mode noise correction.

Pedestals and Common Mode noise Correction

Pedestals correction: Pedestals, represents the mean of baseline voltage levels of the HGCROC chan-
nels in the absence of a signals, are fundamental feature for accurate data analysis. Ideally, these baseline
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Figure 6.3: NSH-LD-Hex Module prepared for the beam test. The silicon Hex-Module, assembled on a
copper cooling plate, is readout by a single module setup including the Trophy-V2 and Hexa-controller,
connected to the DAQ PC via Ethernet.

Figure 6.4: Pedestal variation (∆-pedestal) as a function of phase for the NSH-LD-Hex-Module-V3.
This figure presents the mean ADC values across multiple channels, emphasizing the shifts in pedestal
levels with varying phases. The ∆-pedestal values represent the difference between the maximum and
minimum points for each channel, serving as an indicator of digital noise superimposed on the analog
signal.

values exhibit a Gaussian distribution, with their standard deviation reflecting the electronic noise of the
system. Each new beam test configuration, whether due to changes in beam settings or HGCROC pa-
rameters, requires a dedicated pedestal run. The data from these runs serve as a reference for correcting
subsequent signal data.

However, it was observed that pedestal levels vary between beam-on and beam-off conditions, and
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Figure 6.5: Noise profile of the NSH-LD-Hex-Module-V3 across three HGCROC chips. The figure
shows the mean ADC (pedestals) values and standard deviations (noise) for each channel, highlight-
ing consistent performance and stable noise levels critical for reliable data acquisition.

even between sub-runs within the same beam configuration. To address these inconsistencies, two cor-
rection procedures were developed:

1. Pedestal Run Subtraction: This method relies on data from a dedicated pedestal run:

• A pedestal run was taken for each beam configuration to measure the baseline of every channel.
The pedestal value, computed as the median of the ADC values over all events, provided a stable
reference.

• During beam test data analysis, the corresponding pedestal value was subtracted from each chan-
nel’s ADC data to remove baseline offsets and accurately reconstruct the true signal.

2. Beam Run Pedestal Subtraction: This method uses data directly from the beam run:

• For each channel, the pedestal is determined by computing the median ADC value from the pre-
ceding time window (referred to as Bx–1, or the previous bunch crossing), denoted as adcm, cor-
responding to a 25 ns interval prior to the event. Although no actual bunch crossings occur in this
setup, the data format adheres to the LHC convention, where each BX represents a 25 ns sampling
window. The ADC values from the current BX are then corrected by subtracting the corresponding
pedestal values.

In both methods, the pedestal correction for common mode (CM) channels is applied using the median
ADC value from the current 25 ns time window (Bx). This is required because CM channels do not
contain ADC information from the preceding time window (Bx–1), commonly referred to as adcm, within
the data frame (see DAQ frame in figure 3.14).

These correction methodologies ensure that signal readings are accurately adjusted according to reli-
able baseline measurements, enhancing the precision of data analysis across varying experimental condi-
tions.

Common Mode corrections: Accurate data analysis and signal reconstruction in the HGCAL system
require effective subtraction of common mode noise. The readout chip of the silicon module, HGCROC
chip encompasses 72 normal channels, four common mode (CM) channels, and two calibration channels
(see section 3.3).

In the LD silicon Hex-Modules, 8 channels for ech HGCROC, are not connected to sensor pads nor
routed on the Hexaboard, and designated as not-connected (NC), while the remaining 64 channels are
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Beam HV LV
Conn ✓ ✓ ✓
CM × ✓ ✓
NC × × ✓

Table 6.4: Sources of common mode noise and their correlation with HGCROC channels. ’Connected’
(Conn) channels are affected by the Low Voltage (LV) supply, Bias Voltage (BV) for the sensor, and by
the incident beam. ’Common Mode’ (CM) channels are influenced by both the chip’s power LV and the
BV, while, the ’Non-Connected’ (NC) channels only experience the effects of the LV.

connected (Conn) to the silicon sensor . The Common Mode (CM) channels are AC-coupled to the Bias
Voltage (BV) supply. These different input types, Connected, Not Connected and Common Mode are
influenced by distinct common mode noise sources, primarily the Low Voltage (LV) and Bias Voltage
(BV) supplies. A summary of these coupling sources are summarised in Table 6.4 and briefly discussed
below:

• Low Voltage (LV) Supply: Powers the HGCROC ASIC and affects all channel types, including
Connected, Not-connected, and Common Mode channels.

• Bias Voltage (BV): Biases the silicon sensor and may introduce cross-talk between connected
channels over extended distances.

• Beam: Directly impacts the silicon cells struck by the beam, as well as adjacent cells through
short-range coupling.

To ensure precise signal reconstruction and analysis, the following algorithm was developed for pro-
cessing the HGCAL beam test data:

1. Median ADC values from not-connected NC channels are used to correct the Conn and CM chan-
nels, effectively removing the contribution from the Low Voltage supply.

2. The NC-corrected Common Mode channels are then subtracted from the NC-corrected Connected
channels to eliminate the common mode noise introduced by the Bias Voltage.

This method ensures that the signals are accurately reconstructed and clean from common mode noise
to allow reliable data analysis under various experimental conditions.

This algorithm ensures precise correction by systematically eliminating noise through each step, al-
lowing for clearer identification and analysis of the true signal. The application of above mentioned
procedures is shown in figure 6.6. The figure comprises scatter plots and a histogram that illustrate the
validation of pedestal and common mode noise corrections.

• Scatter Plots (Left and Center): The left scatter plot highlights a strong correlation (corr =
0.847) between pedestal-subtracted common mode (CM_pedsub) and pedestal-subtracted con-
nected (conn_pedsub) channels, reflecting the significant influence of these noises before cor-
rection. The center plot, following the common mode correction (subtracting CM_pedsub from
conn_pedsub), shows a noticeable reduction in correlation, indicating the effectiveness of the cor-
rection methods in minimizing both pedestal and common mode noise.

• Histogram: The histogram illustrates the distribution of ADC values and their standard deviations
(σ ) across different correction modes:

– conn_pedsub (Blue): Data corrected using only pedestal subtraction.
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Figure 6.6: Validation of pedestal subtraction and common mode corrections procedures are shown for
channel with chan_id = 78. The scatter plots at left and middle depicts the correlation between pedestal
subtracted common mode (CM_pedsub) and pedestal subtracted connected channels (conn_pedsub)
before and after CM corrections. A zero (0.032) correlation after correction confirms the effectiveness
of the correction procedures. The histogram on the right shows the distribution of ADC values with re-
spective standard deviation, stdd (σ ) values for various correction methods, highlighting their impact on
signal clarity.

– CM_pedsub (Orange): Data corrected using only common mode subtraction.

– conn_CMsub (Green): Data corrected using both pedestal and common mode subtraction.

The green curve, representing conn_CMsub, demonstrates the most effective noise reduction,
resulting in a significantly clearer signal.

Figure 6.7 demonstrates the application of various pedestal and common mode noise correction tech-
niques on data collected with a 100 GeV beam, under a configuration without an absorber. These tech-
niques significantly reduce noise levels, enhancing the visibility of the MIP signal. The dashed vertical
line indicates the proposed ADC threshold for each distribution, positioned at the local minimum within
the 0–20 ADC unit range, to enable efficient separation between signal and background contributions.
The illustration underscores that merely subtracting the pedestal or the contribution from non-connected
(NC) channels is not enough for clear signal identification. However, as indicated by the red (adc_CMsub)
and green (adc_NCCMsub) traces, applying common mode (CM) subtraction effectively cleans the sig-
nal, distinctly separating it from the noise. The figure also reveals that both CM correction methods yield
satisfactory results. Therefore, in the context of High-Density silicon Hex-Modules, where HGCROC
lacks non-connected pins, CM correction alone proves to be sufficient for accurate signal identification.

MIP (Minimum Ionising Particle) signal detection

To evaluate the detector response to minimum ionizing particles (MIPs), data from a 100 GeV electron
beam without absorber were analyzed. Prior to signal extraction, pedestal and common mode corrections
were applied to suppress baseline and noise contributions. The optimal acquisition window was deter-
mined through the trigphase parameter, which corresponds to an internal timer operating at a clock
frequency of 1.28 GHz, wherein each tick represents 0.781 ns. This timer is initiated by the rising edge
of the scintillator trigger signal. The Fast Command firmware block, responsible for issuing control com-
mands to the HGCROC, subsequently generates the Level-1 Accept (L1A) signal synchronously with this
timing reference.

Figure 6.8 shows the corrected ADC distributions for two gain settings: 320 fC (low gain, left) and
160 fC (default gain, right). The MIP peaks are observed at approximately 9 and 18 ADC units, respec-
tively, consistent with the expected values for a 300 µm thick silicon sensor as listed in Table 6.2.
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Figure 6.7: Comparison of different Common Mode and Pedestal correction algorithms applied to Beam
Test 2021 data. The figure illustrates the impact of various correction methods pedestal subtraction
(adc_pedsub), non-connected channel subtraction (adc_NCsub), combined non-connected and common
mode subtraction (adc_NCCMsub), and common mode subtraction (adc_CMsub) on the ADC distri-
bution. The results demonstrate the effectiveness of each approach in reducing noise and refining the
signal, with common mode correction methods providing the most significant improvement in signal
clarity. Dashed lines mark suggested ADC cuts, chosen at the local minimum between 0 and 20 units to
separate noise from signal.

The calculated signal-to-noise ratios are approximately 9.9 for the default gain and 7.9 for the low
gain configuration. While the S/N of 9.9 approaches the expected performance, it remains slightly below
the target value of 11, as specified in the CMS HGCAL Technical Design Report [6] and summarized in
Table 6.1. The observed deviation underscores the necessity of optimizing the Hexaboard design, with a
particular focus on minimizing electronic noise to improve the signal-to-noise (S/N) performance of the
system.

6.3.2 Recommendation for Hexaboard design
The NSH-hexaboard-based silicon Hex-Modules assembled with HGCROC V2 and V3 were used for
the first time in beam tests. During these tests, it was observed that digital modulation, measured as ∆-
pedestal, was significantly greater in NSH-LD-Hex-Module-V3 than in NSH-LD-Hex-Module-V2. This
modulation triggered random activations of the TDCs, introducing substantial noise into the system,
which rendered the TOA TDCs unusable in the Beam test of 2021. These findings prompted further
investigation, ultimately leading to design recommendations for both the hexaboard and ASIC packaging
(see Section 5.11 for more details). Key recommendations included isolating the return paths for digital
and analog currents in the ASIC package and on the top layer of the Hexaboard, alongside a transition to
’Via in Pad’ designs for Hexaboards utilizing HGCROC in the HD package
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Figure 6.8: MIP signals after pedestal and common mode corrections for 160 fC (default gain) and
320 fC (low gain) settings. The histograms show the pedestal and MIP signal peaks with correspond-
ing signal-to-noise ratios (S/N) of 9.9 and 7.9, respectively.

6.4 Beam Test campaign 2022

The Beam test 2022 was conducted with the V3-LD-Hex-Module shown in figure 6.9, assembled with the
optimally designed V3-LD-Hexaboard (see sec 5.8) and utilized the LD-packaged HGCROC-V3. The
noise comparison with NSH-LD-Hex-Module-V2 is shown in figure 6.10, which reveals that average
noise for V3-LD-Hex Module is less than NSH-LD-Hex-Module-V2 and has an average value of 2000
electrons, which is within the specification mentioned in TDR [6] and table 6.1. All the beam test setup
details are listed in table 6.5

silicon Hex-Module
V3-LD-Hex-Module with HGCROC-3A
and 300 um thick sensor

HGCROC Gain
setting

80 fC (high gain),
160 fC (typical gain),
320 fC (low gain)

Beam types
used

Electron beam: 20 GeV to 250 GeV
Muon beam: 150 GeV
Pion beam: 150 GeV

Absorber plate
configuration

Pb plates Infront of module (upstream)
Pb plates after of module (downstream)
No plate

Module
powering
scheme

Operated with DCDC module
The Bias voltage for silicon was -270 V
Leakage current: 5 uA

Table 6.5: Summary of Beam test 2022 setup and operational parameters for the V3-LD-Hex-Module
with HGCROC-3A, including gain settings, beam types, absorber configurations, and module powering
details.
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Figure 6.9: V3-LD-Hex-Module equipped with a 300 µm sensor, as utilized in the Beam Test 2022.

Figure 6.10: Noise comparison between the V3-LD-Hex module and the NSH-Hex-Module-V2 after
common mode subtraction. The figure highlights the differences in noise levels across connected and
non-connected channels, with notable sections of non-working half ROC in both modules. These re-
gions were initially damaged by an unknown cause, which was later confirmed to be due to electrostatic
discharge (ESD).
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6.4.1 Achievement and results
The 150GeV pion beam data, collected without an absorber, was selected for analysis due to the beam’s
narrow profile, with a diameter of less than 1 cm. This narrow beam allowed for precise scanning of
individual cells within the silicon Hex-Module. The movable table at the H2 beam line further facilitated
the irradiation of multiple cells, enabling a comprehensive evaluation of the module’s response.

Figure 6.11 depicts the pedestal and MIP signal distribution for silicon Hex-Module cell_Number =
108 for three different HGCROC gains, with MIP values of ∼ 27, ∼ 17, ∼ 9 ADC units, while Signal-to-
noise ratio ∼ 13, ∼ 11, ∼ 8 for high , medium and low HGCROC gains respectively. Detail statistics for
∼ 29 cells shone with beam for all three gains are shown in figure 6.12 and table 6.6. The results depict
that the average value for MIP (ADC unit) and S/N for three gains (starting from High) are ∼ 30, 14.5
and ∼ 18, 13 and ∼ 9, 8.6 respectively. Its also observed that there is ∼ 4% dispersion in the MIP value
among the three chips. This could be because of dispersion of individual channels gain and the incident
angle of beam varies due to some mechanical mis-alignment between module and beam.

(a) Pad 108 at Hi gain (b) Pad 108 at Medium gain (c) Pad 108 at Low gain

Figure 6.11: Signal-to-Noise ratio (S/N) for Pad 108 under a 150 GeV pion beam at three HGCROC
gain settings: (a) High gain (80 fC): MIP peak at 27.560 ADC counts with S/N = 13.141. (b) Medium
gain (160 fC): MIP peak at 17.407 ADC counts with S/N = 11.234. (c) Low gain (320 fC): MIP peak at
8.390 ADC counts with S/N = 7.795.

gain chip MIP(mean) MIP(std) S/N(mean) S/N(std) nPad
80 0 30.01 0.76 14.61 1.18 15
80 1 28.47 1.59 14.12 1.07 8
80 2 30.05 0.63 15.15 0.38 5

160 0 17.8 0.4 13.18 1.29 16
160 1 17.49 0.81 12.28 0.75 8
160 2 17.8 0.58 12.86 0.53 5
320 0 9.31 0.32 8.8 0.54 16
320 1 9.17 0.28 8.51 0.43 8
320 2 9.0 0.39 8.43 0.34 5
80 all 29.58 1.23 14.57 1.08 28

160 all 17.71 0.56 12.88 1.11 29
320 all 9.22 0.33 8.66 0.5 29

Table 6.6: The noise and MIP values of different cells of V3-LD-Hex-Module for 150 GeV pion beam
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(a) MIP signals for different cells at different gains (b) S/N for different cells at different gains

Figure 6.12: Detailed analysis of the V3-LD-Hex-Module’s response to a 150 GeV pion beam, high-
lighting the MIP signal mean values (a) and Signal to Noise Ratio (S/N) (b) across various cells at dif-
ferent ADC gain settings. This investigation serves to characterize the module’s electronic performance
under varied operational conditions, illustrating both the resilience and sensitivity of the sensor technol-
ogy.

6.4.2 Recommendation for the Hexaboard designs
The results were encouraging as they meets both specification, the noise is less than 2000 electrons and
S/N for MIP reaches 13 against the target value of 11. The results validate the version of the hexaboard
and was a go-ahead signal for pre-series production of V3-LD-Hexaboards.
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6.5 Beam Test campaign 2023

This Beam test campaign was held in Aug and Sep 2023. Four silicon Hex-Modules, 1 x V3-LD-Hex
Module (Full) with 200 µm sensor, 1 x V3-HD-Hex Module (full) with 120 µm and two V3-LD SEMI
partials (left and right) modules assembled with 300 µm sensor were used for the validation. These
assembled modules, along with their Trophy and Hexacontroller-based single-module readout setup, are
shown in figure 6.13. The modules and beam parameters, are described in Table 6.7. Various types of
beams with different energies were used in different configurations, such as with and without absorbers,
and different gain settings of the HGCROC. The bias voltages were set at -250 V, -200 V, and -150 V for
V3-LD partial, V3-LD full, and HD-full Hex-Modules respectively.

Single modules Beam test Aug and Sep-2023 at H4 beam line, SPS CERN

Four silicon Hex-Module types
Were used:

(I)- V3-LD-Hex-Module with HGCROC-3A (LD package)
with 200 µm thick sensor.
(II)- V3-HD-Hex-Module with 120 µm thick sensor, HD-package.
(III)-V3-LD-SEMI-partial-Left with 300 µm thick sensor
(IV)-V3-LD-SEMI-partial-Right with 300 µm thick sensor

HGCROC Gain setting
80 fC (high gain),
160 fC (typical gain),
320 fC (low gain)

Beam types used
Electron beam: 20 GeV to 200 GeV
Muon beam: 150 GeV (long over-night run)

Absorber plate
configuration

10 mm×5 mm thick Pb plates In front of module
No plate, with 100 GeV electron beam to scan individual cells

Module powering
scheme

Operated with baseline schemes
The Bias voltage
V3-LD partials with 300 um sensor : -250V
V3-LD full of 200 um sensor : -200V
V3-HD full of 120 um sensor : -150V

Table 6.7: Setup and operational parameters of the 2023 beam test campaign.

Figure 6.13: The silicon Hex-Modules, LD-Full, HD-Full, LD-SEMI-Left and LD-SEMI-Right partial
used in single module beam test in Sep-2023.
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6.5.1 Achievement and results
Electron beams with energies of 40 GeV, 100 GeV, and 200 GeV were directed into the central region of
each silicon module to ensure the resulting electromagnetic showers were align and centered within the
sensitive area of the sensor. For spatial response characterisation, additional scans were performed using
200 GeV beams targeted at multiple positions across the surface of the modules. In all these configura-
tions, lead (Pb) plates were introduced into the beamline to initiate electromagnetic shower development.

To evaluate the front-end electronics performance, in particular the noise behaviour and MIP signal
detection capability, a 100 GeV electron beam was employed without absorber plates. This configuration
enabled precise localisation of the beam within individual silicon sensor cells, allowing accurate mea-
surement of the MIP response. The signal distributions, expressed in ADC counts, were acquired from
each module. The electronic pedestal was fitted using a Gaussian function, while the MIP peak was ex-
tracted from the corresponding Landau distribution. These fits were subsequently used to compute the
Signal-to-Noise (S/N) ratio, as illustrated in figure 6.14.

Figure 6.14(a) and (b) show the signal distributions in ADC counts for the LD-Full module with a
200 µm silicon sensor and the HD-Full module with a 120 µm sensor, yielding Signal-to-Noise (S/N)
ratios of 8.0 and 6.18, respectively. These results exceed the corresponding design targets of 5.5 and 4.0.
Likewise, figure 6.15(a) and (b) present the ADC signal distributions for the LD-SEMI Left and Right
partial modules, both assembled with 300 µm thick sensors. The measured S/N values of 10.6 and 11.0
are in excellent agreement with the specified target of 11.0.

All measurements were conducted under start-of-life conditions with typical gain settings applied to
the front-end electronics. A summary of measured versus expected noise and S/N performance is pro-
vided in Table 6.8, confirming that all tested module configurations meet or exceed the targeted specifica-
tions. These results validate the design and integration quality of the Hexaboard modules in a controlled
beam test environment.

(a) MIP at in LD-Full with 200 µm sensor against
100 GeV electron

(b) MIP in HD-Full with 120 µm against 100 GeV
electron

Figure 6.14: Signal (in ADC counts) distribution for Full LD module with 200 µm silicon sensor (left)
and for Full HD module with 120 µm silicon sensor (right), both irradiated with a 100 GeV electron
beam (without absorbers).

6.5.2 Recommendation
All Hexaboard designs have undergone a rigorous validation process, combining detailed simulation-
based design verification with extensive laboratory characterisation. However, beam test campaigns pro-



154 CHAPTER 6. THE SILICON HEX-MODULE PERFORMANCE EVALUATION

(a) MIP signals in LD-SEMI-Left against 100 GeV
electron

(b) MIP signals in LD-SEMI-Right against 100
GeV electron

Figure 6.15: Signal (in ADC counts) distribution for LD-SEMI-Left module (left) and LD-SEMI-Right
module (right), both assembled with 300 µm silicon sensors and irradiated with a 100 GeV electron
beam (without absorbers).

Module type HGCROC Noise Noise expected S/N measured S/N expected
HD full (120µm) HD V 3 2000 2250 4.8 4.5
LD full (200µm) LD V3 1900 2700 8.4 6
LD semi right (300µm) LD V3 2000 2000 12 11
LD semi left (300µm) LD V3 1950 2000 12.2 11

Table 6.8: Noise and Signal-to-Noise (S/N) ratios for different silicon Hex-Modules across various
HGCROC configurations, with comparisons between measured and expected values. The results in table
confirms that these modules meet design specifications, and hence validating the Hexaboards designs.

vide a more realistic and comprehensive evaluation of module performance under operational conditions.
Out of the eleven distinct Hexaboard designs, four have been successfully validated in beam tests. No-
tably, the full-size designs—both Low Density (LD) and High Density (HD)—which together constitute
approximately 95% of the total production volume, have been thoroughly assessed. The HD variant,
featuring a 120 µm thick silicon sensor and designed for deployment in high-radiation inner regions, as
well as the LD variants with 200 µm and 300 µm sensors targeted for the middle and outer layers of the
HGCAL, have all demonstrated stable performance. These modules were tested under multiple config-
urations, including with and without absorbers, and exposed to various beam types and energies. The
satisfactory results obtained across all test conditions have qualified these designs for advancement to the
production or pre-production stages.

Thus far, only 2 of the 9 partial designs have been tested with beam exposure, and the remaining
designs are likely to be the focus of upcoming beam tests.

My focus was concentrated on noise and MIP detection with good S/N, particularly lies in the ADC
region, to assess the lower detection limits. TOT measurements and calibrations were conducted as part
of the Beam Tests 2022 and 2023 campaigns and will be essential for future shower physics analyses.

One key aspect of the design verification, is the timing validation, involves TOA data. This data was
not utilized during BT21 due to limitations in the TOA TDC. While TOA was used in BT22 and BT23,
the calibration procedures were not fully developed. Consequently, the analysis of timing data is ongoing
and will be a primary focus in the next section of this chapter, which involves the utilisation of the laser
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system for timing performance of the silicon Hex-Module.
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6.6 Silicon Hex-Module characterization with Laser setup

The HGCAL aims to operate during HL-LHC with unprecedented precision in particle detection and
measurement. Studies show that with 140-200 pileup, there will be a spread of interaction vertices over
±50mm along the beam axis, and over ±150ps in time. Detector simulation studies indicate that the
physics potential can be improved by mitigating event pileup through time-tagging with a precision of
∼30 ps (RMS) [112, 113]. Incorporating the precision timing of the recorded events will significantly
enhances the reconstruction process by effectively rejecting pileup and precisely identifying the primary
vertex. The HGCAL has chosen the scheme to incorporate the time tagging of incoming particle which
make it 5D calorimeter capable of measuring Energy, position( x,y,z) and time.

When an incident particle passing through the silicon depleted volume, it generate electron-hole pairs
which are swept to the electrodes by the applied Electric filed. As detailed in Chapter 3, the front-end
readout ASIC, HGCROC, is responsible for measuring both the charge deposited in the silicon sensor
by an incident particle and the time-of-arrival (TOA) of that signal. This is achieved using a 10-bit
Analog-to-Digital Converter (ADC) (sections 3.4.3) and two 10-bit Time-to-Digital Converters (TDCs)
(section 3.4.5.) embedded within each channel. Figure 6.16 illustrates an example of such a measurement
for a single channel, showing the reconstructed charge and timing information.

Figure 6.16: HGCROC Front-end charge and timing measurements: An ADC (blue) read charge till ∼
160 fC and then the TOT TDC activates(orange). The TOA TDC (green) measures the time of arrival
(TOA) when a certain threshold crossed.

The charge is initially digitised by the on-chip ADC operating within the linear range of the pream-
plifier, up to approximately 160 fC under medium gain settings. Once the preamplifier saturates, the
Time-Over-Threshold (TOT) TDC assumes control of the charge measurement by evaluating the duration
for which the signal remains above a defined threshold. The TOA measurement is initiated when the
input pulse exceeds the TOA discriminator threshold (Vref-TOA) at which point a discriminator pulse is
generated to trigger the time digitisation circuitry. This timing chain consists of a 2-bit Gray code counter
running at 160 MHz, a 5-bit coarse TDC with a resolution of 195 ps, and a 3-bit fine TDC for residual
phase correction. Together, these components form a 10-bit TDC architecture, covering a 25 ns bunch
crossing interval with 1024 ticks, yielding a bin size of 24.5 ps. An optional 11th bit can be enabled
to further enhance the resolution to 12.25 ps. This timing precision is critical for accurate event time-
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tagging, effective pileup suppression, and overall high-performance operation of the HGCAL system
under HL-LHC conditions.

For the timing study discussed in this second half of the chapter, laser light will be injected into
the silicon Hex-Module. The injected charge will be reconstructed using ADC and TOT data, while
the TOA will be measured. This process will allow us to determine the dependencies of the TOA on
the injected charge, enabling the extraction of charge-dependent corrections and time resolution for the
specific channel in the silicon Hex-Module.

6.6.1 Time Resolution

Time resolution of a detector refers to the precision with which the arrival time of a particle can be
measured. High time resolution is crucial for accurately distinguishing between events that occur in
rapid succession, especially in the high pileup situations of the HL-LHC. The overall time resolution of
a timing detector “σt” is influenced by several factors, each contributing to the total timing uncertainty.
These contributing factors include electronic noise (jitter), Time-Walk, Landau noise, signal distortion,
and TDC binning. The total time resolution can be expressed as the quadrature sum of these individual
components are shown in equation 6.1, taken from [113]:

σt =
√

σ2
jitter +σ2

TimeWalk +σ2
Landau +σ2

T DC, (6.1)

Where the different contributions are explained below:

Noise Jitter σ jitter is the signal timing variation due late or early triggering of the discriminator due to
electronics noise as shown in figure 6.17 (left) where the variation in electronics signal amplitude crossing
threshold VT is transformed into variation in time at which the threshold is being crossed.

The timing jitter σ j, defined as the uncertainty in the signal crossing a fixed threshold due to voltage
noise N, is given by:

σ j =
N
dV
dt

≈ N
Vsignal/tr

=
tr ·N
Vsignal

=
tr

S/N
, (6.2)

where tr is the signal rise time, Vsignal is the signal amplitude, and S/N is the signal-to-noise ratio. This
expression shows that the time jitter improves with faster rise times and higher signal-to-noise ratios.
Time-Walk and Its jitter: Time-walk phenomena can be defined as the dependence of measured time
intervals of incoming signals or events on the amplitudes or shapes of the signals. Figure 6.17 (right)
explains Time-Walk using three input signals of different amplitudes, originating from the same time T0.
The signal with the largest amplitude has a faster slew rate, and thus crosses the threshold earlier than
the signals with lower amplitudes. Therefore, all three signals with different amplitudes register different
discriminator times of arrival T1, T2 and T3 [114]. The Time-Walk jitter is given by equation 6.3

σTimeWalk = [T ]RMS =

[
trVth

S

]
RMS

. (6.3)

The equation 6.3, shows that lower the discriminator threshold Vth or faster signal (shorter tr) or
increasing the input signal amplitude reduces the Time-Walk jitter.

Landau Noise σLandau: The Landau noise is the fluctuations in charge deposition by ionizing parti-
cles, causing variations in signal amplitude and shape, for laser system, as the injecting photon has very
lower energy than MIP, this part is negligible.
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Figure 6.17: Jitter sources: (a): Electronics noise in signal amplitude, crossing a discriminator thresh-
old, transform into time jitter, (b): Time-Walk effect: Effect of signal amplitude on discriminator out-
put.The signals with different amplitude crossing the discriminator threshold at different times. The
difference between the earliest and the latest discriminator output is known as Time-Walk.

TDC Binning σT DC: This represents the quantization error from Time-to-Digital Converters (TDC)
and is given by T DC−LSB/

√
12, so could be ignore for TDC with LSB of 25 ps.

6.6.2 Expected timing performance of silicon Hex-Modules

The first timing performance specification is provided in the HGCAL TDR, Section 10.4 [6]. It is based
on a simulation study performed using unconverted photons and non-interacting K0

L to assess the intrinsic
timing capability of the detector. The time resolution is expressed in a parametric form as:

σt =
A

S/N
⊕σfloor, (6.4)

where S/N is the signal-to-noise ratio, σfloor is a fixed resolution floor, and ⊕ denotes the quadratic
sum. The coefficient A captures the contribution from electronic noise, sensor response time, and clock
distribution jitter. Based on the TDR specifications, A ≈ 5ns, while σfloor (also know as Constant term) ≈
20ps at high signal amplitudes.

Further measurements from dedicated ASIC characterisation studies, presented in [29], demonstrate
the practical timing performance of the HGCROC front-end ASIC. As illustrated in figure 6.18, the TOA
jitter reaches a minimum of 13 ps for charge injections exceeding 100 fC, with a maximum observed
jitter of 125 ps at 15 fC with Noise term A = 1.15ns/fC and σfloor (Constant term) ≈ 13ps. The time-
walk effect across the dynamic range is measured to be approximately 2.5 ns.

It is important to note that these measurements were performed using test boards with a 47 pF ca-
pacitive load simulating the sensor. They exclude realistic contributions from the full detector assembly,
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Figure 6.18: Timing performance of the HGCROC-3 ASIC measured on a test board [29]. Top: Time-
walk observed up to 2.5 ns for injected charges up to 500 fC. Bottom: TOA jitter as a function of in-
jected charge, reaching a floor of ∼13 ps.

including PCB parasitics, silicon sensor capacitance, and distribution clock jitter. Therefore, empirical
validation using full module prototypes is essential.

To enable timing performance studies under realistic laboratory conditions, a dedicated laser system
has been developed [115], as detailed in the subsequent subsections. The system delivers sub-100 ps
FWHM infrared pulses, phase-locked to a master reference clock, and injects light through access points
in the module assembly to target individual sensor pads. This configuration allows precise measurement
of TOA jitter and time-walk, facilitating accurate calibration of the HGCROC response and validation of
the 30 ps RMS timing resolution requirement for HL-LHC operations.

6.6.3 Laser setup for silicon Hex-Module characterization

The silicon Hex-Module is subject to very stringent performance requirements of having a timing reso-
lution of less than 100 ps, a dynamic range spanning from 0.2 fC to 10 pC, and an electronic noise level
below 2500 electrons for a sensor capacitance of 65 fF [6].

To characterise the silicon Hex-Module against these specifications, I have designed a testing setup
based on a laser system operating with low jitter (the order of ps). featuring an XYZ stage with a
positional accuracy of 0.5 µm and with laser intensity control via optical attenuator. The test system
developed for the silicon Hex-Module characterisation uses a 1064 nm pulsed laser-diode having a very
narrow 100 ps FWHM (Full Width Half Maximum) pulse, offering 7 µm beam size using a microfocal
lens. The laser driver exhibits ∼ 3 ps RMS intrinsic jitter, triggered externally by an arbitrary wave form
generator AWG3252, resulting in a combined system jitter of around 15 ps. The test setup block diagram



160 CHAPTER 6. THE SILICON HEX-MODULE PERFORMANCE EVALUATION

is shown in figure 6.19, while the actual view of system with its different parts is shown in figure 6.6.3.

Figure 6.19: Laser setup block diagram: The clock source (SRS CG635) produces 10 MHz and 40 MHz
for AWG3252 and DAQ boards. AWG3252 triggers Laser driver and Hexacontroller. Other Compo-
nents include a Laser diode, optical coupler (95:5), optical attenuator, and scanning stages for the silicon
Hex-Module.

Figure 6.20: Laser setup for silicon module characterisation. Left: Si-module mounted on the XYZ
scanning stage (highlighted) and interfaced with the Hexacontroller via the Trophy board. Right: Con-
trol setup including SRS CG635 clock source, AWG3252 waveform generator, laser driver, oscillo-
scope, low-/high-voltage supplies, and DAQ PC. The AWG3252 provides synchronous triggers to the
laser driver and Hexacontroller.

The main blocks are a precise clock source SRS “CG635”, an arbitrary waveform generator “AWG3252”,
a Laser driver “PicoQuant’s PDL-800B”, a Laser diode “PicoQuant LDH”, an optical attenuator, 3 x Zaber
stages for x, y, z movements, and the silicon Hex-Module with Hexacontroller (DAQ board). The SRS
CG635 works as a master clock source to keep all parts of the system in the same phase; it, generates
two clocks: one 10 MHz laboratory reference clock going to the waveform generator AWG3252 and a
40 MHz for the Hexacontoller. The AWG3252 generates two trigger pulses with a programmable relative
delay and repetition frequency of 10 kHz, phase-locked to the reference clock. One is used to trigger the
Laser driver, producing an optical pulse transmitted through the single mode optical fiber passing through
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the optical coupler [95:5], optical attenuator and is focused into the center of the silicon sensor cell via
the microfocal lens. The second trigger is sent to the Hexacontroller to open the acquisition window. The
∆t between the two triggers is tuned to a value such that the Hexacontroller acquisition window opens at
the time when the laser impinges on the silicon sensor. The timing sequence of the system is shown in
figure 6.21.

The intrinsic jitter between the two channels of AWG3252 is σtrig = ∼ 9 ps, while the jitter between
the laser Trigger and the 40 MHz reference clock is ∼ 14.5 ps. This is the main source of the system jitter
which has an overall value of ∼ 15 ps. Several attempts were made to take reliable timing measurements
under this condition, but the 15 ps jitter was too large to meet the HGCAL requirement of 20 ps resolution.
To improve the setup, the CG635 was replaced with a more precise clock source, the Si-5344, which
reduced the laser timing jitter to about 5 ps. In addition to improving the laser system, this enhancement
also led to better phase stability of the internal PLL clock of the HGCROC, reducing its jitter from 27 ps
(with CG635) to 17 ps (with Si-5344).

All data shown in this chapter were recorded using this improved 5 ps setup, except for channel 138
in Table 6.11, which was measured using the older 15 ps setup. Unless specifically mentioned, the timing
resolution for all results should be considered as 5 ps.

Figure 6.21: Timing diagram illustrating the synchronization between the 10 MHz lab reference clock,
the 40 MHz clock for the Hexa-controller, and the 10 kHz clocks used for triggering the laser and DAQ
system. Upon the falling edge of the 10 kHz clock, the laser diode emits an optical pulse with a delay
of ∆t1 = 116ns. Additionally, there is an approximate 200 ns delay within the HGCROC due to data
conversion process (equivalent to 8 bunch crossings). The delayed 10 kHz clock for the DAQ system
accounts for both the HGCROC internal delay and the laser delay, resulting in a total delay of ∆t2 =
316ns.

A computer-controlled optical attenuator has been integrated to fine-tune the laser signal’s amplitude,
with an adjustable range from 2.58 dB to 50 dB, with a step of 0.1 dB. Additionally, the incorporation of
precision xyz-motion stages facilitates the automated scanning of the silicon cells across the entirety of
the silicon Hex-Module. The system utilizes two power supply modules: one low voltage (LV) supply
and one Bias voltage (BV) supply. The LV supply used for low-voltage supply, provides two separate
1.5 V sources for both the analog and digital components of the silicon Hex-Module, which are further
regulated through the use of customized radiation-hardened LDOs for point of load regulation of the
analog and digital 1.2 V required by the HGCROCs. The bias voltage supply biases the silicon sensor.
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The setup has been fully automated using Python scripts running on the DAQ PC, which connects the
waveform generator to the Hexacontroller via Ethernet while communicating with the optical attenuator,
and x, y, z stages through USB and RS232 protocols, respectively. This automation includes all testing
procedures which involve processes like aligning the laser with the center of the silicon cell, adjusting the
delay on the waveform generator, triggering the laser, changing attenuation settings, and data acquisition
through the Hexacontroller. The silicon Hex-Module used for this study was biased with -270 V and all
data were recorded at room temperature and in a dark environment.

6.6.4 Laser setup calibration

The steps for configuring the experimental setup for operation included the charge calibration of the
HGCROC to reconstruct the charge injected by the laser pulse, along with measurements of the laser
pulse jitter. Charge calibration was facilitated using the per channel internal calibration circuitry of the
HGCROC. This circuitry is equipped with two selectable injection capacitors 0.5 pF and 10 pF and a 12-
bit Calib-DAC, which facilitates programmable charge injection at the pre-amplifier input, ranging from
0.122 fC to 10 pC. From this injection mechanism, the ADC and TOT conversion factors were measured
to be 0.190 fC / ADC-LSB, and 2.97 fC / TOT-LSB respectively. These curves are shown in figure 6.22 (a,
b). Using these conversion factors, the charge injected by the laser system as a function of the attenuator
setting was determined.

Figure 6.22: Plots (a) and (b) display ADC and TOT calibration via internal charge injection.

A charge profile, representing the Laser injected (reconstructed) charge (Qin j) as a function of the
attenuation value, is produced by an automated Python script. Initially, the laser is accurately aligned
with the hole in the center of the Hexaboard cell using x, y, and z stages as shown in figure 6.23 (right).
Subsequently, the script varies the attenuation values from 30 dB to 3 dB and acquires both the ADC and
the TOT values for all attenuation settings. These ADC and TDC codes are then transformed into charges
using the factors extracted in the internal calibration process. The charge profile, presented in figure 6.23
(left), reveals that the ADC begins to detect charge at ∼ 29 dB and gets saturated around ∼ 13 dB. Beyond
this point, charge measurements are carried out by the TOT, covering a range of up to 2400 fC, which
corresponds to ∼700 MIPS.

For the Laser pulse timing measurements, the jitter was measured between the input trigger to the
laser driver and the laser output optical pulse read by Agilent lightwave multi-meter “8163B”, as opti-
cal receiver and Tektronix MSO6, 6 GHz, 25,GHz/s Osciliscope. The RMS value of jitter is 15 ps, if
AWG3252 used as Laser Trigger source. For more precise operation, we operated laser with silicon lab
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precise clock source “Si-5344” and observed laser jitter of 5 ps (RMS).
It is notable that the profile exhibits a broad range of injected charges, going up to 700 MIPs, and

offers a minimum step size of 0.1 dB. Furthermore, the system demonstrates a time jitter of ∼15 ps (rms)
(could be improved to ∼5 ps (rms) ), ensuring a clean and controlled environment for the characterization
of the silicon Hex-Module.

Figure 6.23: Left: Charge profile showing reconstructed charge Qin j (fC) as a function of optical attenu-
ation (dB) for channel 2 of the silicon Hex-Module, indicating the ADC and TOT measurement regions.
Right: Photograph of the Hex-Module mounted on the XYZ scanning stage for laser injection.

6.6.5 Time synchronisation
The laser was shined in the silicon Hex-Module cell with a fixed attenuation of 13.58 dB and a trigger
time phase-locked to the reference clock. This made sure that the pre-amplifier response was in the ADC
range. The HGCROC has a per-channel DLL (Delay Locked Loop) allowing the ADC sampling phase
to be swept in 16 steps through the 40 MHz reference clock. By sweeping this setting in combination
with the bunch crossing, in which the trigger signal was generated, the full pre-amplifier response was
sampled across four bunch crossings. From plot in figure 6.24, the optimal ADC sampling phase and
right bunch crossing for the trigger were selected.

6.6.6 Timing measurements for silicon Hex-Module Channels
The laser test setup with above mentioned characteristics, offers numerous applications essential to assess
the operational integrity of the HGCAL silicon Hex-Module. It facilitates the comprehensive evaluation
of uniformity and responsiveness of silicon pads across all silicon Hex-Modules. It could serve in the
cross-validation of calibration processes for the ADC and TDCs (TOA and TOT). The principal appli-
cation of this setup in this thesis is the timing characterization aimed at extracting properties such as
Time-Walk and time resolution of silicon Hex-Module channels, which constitute the central focus of
this section.

This section presents a detailed timing analysis performed on silicon modules using the laser system.
The study focuses on three specific channels: chan_id 35 (chip0, channel 35), 138 (chip1, channel 57),
and 158 (chip2, channel 2) of the LD-Silicon module. These channels were selected based on two primary
considerations. First, due to mechanical constraints of the readout setup, many laser access holes were
obstructed by the Trophy board, limiting the number of usable injection points. Second, the selection
ensures coverage across all three chips, allowing channel-level timing characterization to be evaluated
across the entire front-end chain. The resulting measurements are used to extract key timing parameters,
which are critical for the optimal performance of the HGCAL.



164 CHAPTER 6. THE SILICON HEX-MODULE PERFORMANCE EVALUATION

Figure 6.24: Finding the right Bx: demonstrates ADC variation across four bunch crossings, where an
externally laser injected pulse is reconstructed to find best phase and right bunch crossing.

Experimental setup and methodology: This study used a V3-LD-Hexaboard equipped with a 300 um
thick n-on-p LD silicon sensor, which has 192 cells read by 3 HGCROC-3A (SU04 BGA package) chips.
The 3 in name corresponds to 3rd version, and A is further shows first of the sub versioning (at the time
of this writing HGCROC-3C is near to submission). The SU04 shows the grounding scheme inside the
BGA package, which corresponds the Analog and digital returns are kept separate at the BGA package
level and mix together at Hexaboard level. A global variable Chan_id range from 0 to 233 is used to
present the channels of 3 HGCROCs, where each chip has 78 channels, that further splits into two halves
each of 39 channels. The module was biased at −270V to operate the n-on-p LD-Sensor in fully depleted
region. The laser was precisely aligned into the center of the hexagonal cells of the module, shone laser
light and read the output. Table 6.9 summarizes the laser setup and silicon Hex-Module parameters.

Three channels with chan_id 35, 138 and 158 were subjected to timing study. Their details character-
istics are listed in table 6.10.

A programmable laser attenuation scan was executed using a Python-controlled routine, covering a
range from 3dB (representing high optical intensity) to 30dB (low intensity). At each attenuation point,
10,000 events were recorded to collect the necessary observables for timing characterization, including
the ADC, TOT, and TOA measurements. The injected charge Qinj was reconstructed from the ADC and
TOT values, following the methodology described previously.

For the evaluation of timing performance, TOA distributions were analyzed as a function of the recon-
structed charge Qinj. The mean TOA values across the charge range were used to quantify the Time-Walk
effect, defined as the charge-dependent shift in signal arrival time. In parallel, the standard deviation (σt )
of the TOA distribution at each charge point was extracted to determine the timing resolution, which
reflects the intrinsic time jitter of the readout system.

To generalize these results across different readout channels, the Time-Walk and timing resolution
were also expressed as functions of the signal-to-noise ratio (S/N), where S/N is defined as the ratio
of Qinj to the electronic noise level of the respective channel. This normalization facilitates channel-
independent performance comparisons and provides a clearer representation of the timing behavior rela-
tive to electronic noise.

It is important to note that the observed TOA jitter (σt ) is primarily governed by the first two terms of
Eq. 6.1: the electronic noise-induced jitter (equation 6.2) and the Time-Walk contribution (equation 6.3).
However, a direct correlation between the measured timing resolution and these underlying physical
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Table 6.9: Laser setup and the Silicon Hexmodule operational parameters.

Parameter Value

Laser System Laser Jitter = ∼15 ps when triggered with AWG AF3252
Laser Jitter = ∼5 ps when triggered with Si-5344 clock source
Attenuation Scan: 3 dB to 30 dB

Silicon Module V3-LD-Hex-Module:
equipped with 300 um thick, 8 inches 192 Cells LD sensor
using 3× HGCROC-3A (SU04-package)

Channel numbering:
Each HGCROC has 78 channels, further split into two halves of 39 channels.
chan_id is global numbering scheme across LD Module.
where chan_id = channel + chip∗78+hal f ∗39

Bias Voltage:-270 V to deplete the n-on-p sensor

HGCROC PLL measured at 160 MHz clcok that run the TDCs:
PLL jitter = ∼ 27 ps when CG635 clock source use as master clock
PLL jitter = ∼ 17 ps when Si-5344 clock source used as master clock

Table 6.10: HGCROC parameters used for the timing study with laser injection. The pedestals, noise,
ADC and TOT conversion factors to fC, as well as TOA and TOT thresholds are listed for channels 35,
138, and 158.

Parameter Channel 35 Channel 138 Channel 158

Pedestal (ADC) 156 155 153
Noise (ADC) 1.8 2.3 2.1
Conversion (ADC/fC) 0.197 0.193 0.213
TOT Conversion (slope, intercept) 0.850, 29.16 0.850, 24.22 0.850, 25.28
TOA threshold (Calib_DAC, fC) 106 (12.9 fC) 126 (15.3 fC) 126 (15.3 fC)
TOT threshold (Calib_DAC) 470 478 482

parameters—such as the pulse rise time (tr) or the signal amplitude at the discriminator—could not be
established, as these quantities were neither accessible nor measurable within the current experimental
setup.

To overcome this limitation, a parametric fitting approach was adopted to describe the measured
timing behavior empirically. The following functional forms were used to model the timing resolution
and Time-Walk as functions of the injected charge and signal-to-noise ratio:

σt =

√(
A

Qinj

)2

+C2. (6.5)

σt =

√(
A

S/N

)2

+C2. (6.6)
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TW =

(
A

S/N

)
+C. (6.7)

This fitting procedure yields two key parameters: A, representing the noise term that dominates at
low Qinj; and C, the constant term, which manifests as a plateau at high charge values and is independent
of the injected charge. These parameters provide insight into the main factors limiting the timing reso-
lution of the silicon Hex-Module. Moreover, they allow for a qualitative comparison with performance
expectations documented in the HGCAL TDR [6], as well as with values extracted by ASIC designers,
as illustrated in figure 6.18.

Figures 6.25, 6.26 and 6.27 depict the TOA jitter and the Time-Walk effect in response to the in-
jected charge (Qin j) or S

N for channel 35, with TOA-threshold = 115 Calib-DAC (∼ 14fC) respectively.
Table 6.11 summarizes the fit results obtained for Channel 35 under two different TOA reference voltage
settings (Vref), as well as for Channels 138 and 158. Notably, the constant term C extracted for Chan-
nel 138 includes the contribution from laser jitter, which was estimated to be approximately 15 ps. In
contrast, the fits for Channels 35 and 158 were performed under improved timing conditions, where the
laser jitter was limited to about 5 ps. Indeed, for channels 35 and 158, a more precise clock source, the
Sci-5344, was used.

Figure 6.25: Timing analysis of Channel 35 with a TOA-Vref of 14 fC. The left plot illustrates the TOA
jitter (σt ) as a function of the injected charge Qinj, overlaid with the corresponding parametric fit. The
right plot shows the Time-Walk behavior, depicting the mean TOA as a function of Qinj, fitted using the
analytical model. Each data point corresponds to the statistical analysis of 10,000 events.

6.6.7 Results and discussion
The timing analysis for three channels, presented in figures 6.25, 6.26 and 6.27 and table 6.11, provides
important insights into the behavior of TOA jitter (σt ) and Time-Walk across different channels and
conditions.

The left plots of figures 6.25 and 6.27 illustrate the TOA jitter (σt ) dependence on the injected charge
(Qinj) and signal-to-noise ratio (S/N), respectively. Figure 6.26 shows the zoomed view of figure 6.25 in
linear scale and shows that the TOA triggered around ∼ 14 fC with very large error bar in time (±25ps)
for first few samples, and then data sets get stabilized. At lower charge, near the threshold (∼ 14 fC), the
signal is very weak and is just above the electronic noise level, and crosses the TOA threshold with very
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Figure 6.26: zoomed view of figure 6.25 with linear scale, for Qin j < 160 fC for chan_id 35.

Figure 6.27: Timing analysis of chan_id 35: (left) TOA jitter (σt ) vs Qin j, (right) Time-Walk: TOA
mean vs S/N.

large slew rate and rise time tr, therefore produce large amount of time jitter σt which has contributions
from both electronics noise source (σ j) and Time-Walk (σTW ). With higher amplitude charges injected,
the slew rate and rise tr decrease (signal crosses threshold faster) and the time jitter reduces. This jitter
decrease with an increasing signal amplitude is consistent with Eq. 6.2.A higher S/N ratio improves the
timing resolution, which is reflected in the observed reduction in jitter as Qinj increases.

The Time-Walk behavior is illustrated in the right-hand plots of Figures 6.25 and 6.27, which display
the variation of the mean TOA as a function of the injected charge Qinj and the signal-to-noise ratio
S/N, respectively. A total Time-Walk span of approximately 6 ns is observed, corresponding to the
difference between the maximum and minimum mean TOA values. The majority of this effect originates
from samples with Qinj < 25fC, where the signal amplitude is low and the slew rate at the discriminator
threshold is reduced. This trend is consistent with the analytical expression given in Eq. 6.3, which relates
Time-Walk jitter to the inverse of the signal slope and amplitude at threshold. It emphasizes that Time-
Walk can be reduced by lowering the discriminator threshold (Vth) or by increasing the signal rise time
(tr), both of which enable earlier and more uniform threshold crossings.
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Chan_id Data_run
TOA Vref

(Calib Dac)
σt (ps)

A( ns
fC ,

ns
S/N ), C(ps)

Time-Walk (fC)
TW(ns), A( ns

fC ), C(ns)
35 48 115 3.45,10.08 26.27 6 81.4 9.28
35 49 95 3.31, 9.29 34.33 6 66.42 8.99

138 21 126 5.35,11.89
35.09,

31.4 (cor) 6 208.6 10.75

158 31 126 4.42,10.36 33.55 6 141.3 14.85

Table 6.11: Timing performance summary for 3 channels (Chan_ids 35, 138, and 158), including ToA
Vref (threshold), timing resolution σt , and Time-Walk characteristics. The table presents key parameters
Noise term A and constant term C for σt , and Time-Walk. The constant term C of Chan_id=138 is cor-
rected for the Laser Jitter of ∼15 ps. For remaining channels, the laser jitter was ∼5 ps, so no correction
was needed due to the negligible effect.

• Channel 35: Timing results for two thresholds levels TOA Vref 115 Calib-DAC (14 fC) and 95
Calib-DAC (∼ 11 fC) presented. The first row with bold text corresponding to above mentioned
σt and Time-Walk figures, have the A is 3.45 ns

fC or 10.08 ns
S/N , while the C is ∼ 26.27ps, which

represent the Time-resolution for the channel for charge Qin j > 350 fC. For the lower threshold
setting, the extracted noise term A was found to be 3.31nsfC−1 or equivalently 9.29ns per unit S/N,
while the constant term C was approximately 34 ps. These values suggest that the TOA-Vref = 115
setting represents the optimal threshold, as it was determined by an automated minimum TOA-
finding script. Further reduction of the threshold would likely make the system more susceptible
to noise-induced triggers, thereby degrading performance—particularly by increasing the constant
term C.

The overall trend is consistent with expectations: a clear reduction in timing jitter σt with in-
creasing Qinj, indicating improved time resolution as the signal-to-noise ratio increases. In both
threshold settings, the observed Time-Walk spanned approximately 6 ns. According to Eq. 6.3, a
lower TOA threshold (Vth) should lead to reduced jitter. However, in the case of TOA-Vref = 95, this
improvement could not be realized, as the threshold level likely fell within the noise band, leading
to increased timing fluctuations.

• Channel 138: This channel has threshold of 126 Calib DAC (∼15.3 fC) and includes a correction
for the constant term C for the laser jitter of 15 ps. The Noise trem A = 5.35 ns

fC and the C = 31.4 ps.
The Time-Walk is same as channel 35.

• Channel 158: Its has same threshold to Channel 138, with A = 4.42 ns
fC and the C = 33.5 ps.

The results align with expectations, showing increased TOA jitter near the threshold, which stabi-
lizes with improved timing resolution at higher injected charges. Variations in TOA thresholds, gain
settings, and minimum timing resolution were observed across channels. The ADC-to-TOA transition
is not smooth, observd significant error bars, and need improved tunning of parameters responsilble for
shifting from ADC to TOT. Fine-tuning these parameters is critical to achieving lower jitter and precise
Time-Walk correction, ensuring optimal timing performance tailored for the HGCAL detector.

6.7 Temperature dependance of the timing resolution
This section examines the influence of temperature on the timing resolution of the silicon Hex-Module.
The study explores how changes in operating temperature affect the module’s timing performance, focus-
ing on measurements taken under well-controlled conditions.
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6.7.1 Experimental setup and data taking

To investigate the temperature dependency of the timing resolution for the V3-LD-Hex Module, the laser
setup, as described in Section 6.6.3, was relocated to a facility at CERN dedicated to silicon sensor char-
acterisation. The upgraded setup, shown in Figure 6.28, is largely similar to the original configuration
presented in figure 6.19, with two key enhancements: the integration of a Si-5344 evaluation board pro-
viding a low-jitter clock source, and the enclosure of the silicon module within a probe station to ensure
a controlled temperature environment.

The probe station, shown in figure 6.29, featured a temperature-controlled chuck with x-z positioning
capabilities and vacuum holes for securely holding the silicon Hex-Module during testing. The chuck’s
temperature and position were managed using a Python-based graphical user interface (GUI), ensuring
precise alignment and optimal thermal contact for consistent testing conditions. Inside the chamber, the
silicon module was positioned on the chuck and secured via vacuum pressure. The Hexacontroller (DAQ
board) was also placed within the chamber and connected to the module using TWINAX cables to enable
efficient data acquisition. The laser beam was delivered into the chamber through an optical fiber and
aligned precisely with the silicon cell using the chuck’s positioning system. Supporting equipment, in-
cluding the laser driver, waveform generator, and external clock source, was stationed outside the chamber
to minimize interference and maintain a controlled testing environment.

Figure 6.28: Laser setup block diagram: integrated with the probe station at the silicon characterization
lab at CERN, featuring temperature control as the main component. The setup also incorporates the Si-
5344 evaluation board for precise clock synchronization and jitter attenuation (5 ps RMS).

The experimental procedures for charge and time calibration are followed as described earlier in
Sections 6.6.4 and 6.6.5. Data acquisition was performed using the Hexacontroller board, logging 10,000
events for each laser attenuation step. Laser attenuation was systematically varied from 21 dB to 2 dB in
0.5 dB decrements through an automated Python script. TOA jitter (σt ) was extracted from the standard
deviation of the TOA distributions obtained at each attenuation level.
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Figure 6.29: Probe-station setup for timing characterization: (A) Operational view of the probe station,
(B) Close-up of the temperature-controlled chuck with vacuum holes for securely holding the silicon
Hex-Module.

6.7.2 Temperature influence on timing resolution

The timing resolution of the V3-LD-Hex Module, equipped with a 300 µm n-on-p sensor, was examined
across three temperatures: -20°C, 0°C, and 20°C. The TOA jitter (σt) was plotted against the signal-to-
noise ratio (S/N), as shown in figure 6.30.

Figure 6.30: TOA jitter (σt ) vs. injected charge (Qinj) for channel 158 at −20 ◦C, 0 ◦C, and 20 ◦C.
Curves are fitted with

√
(A/Qinj)2 +C2; parameter A increases with temperature, indicating higher

noise. Maximum Qinj range shifts with temperature: 713 fC (−20 ◦C), 868 fC (0 ◦C), and 1058 fC
(20 ◦C).

The TOA jitter plots in figure 6.30 exhibit consistent behavior across the three studied tempera-
tures. The extracted noise terms A from the fits are 3.55 ns

fC (corresponding to 9.27fC/(S/N)), 3.62 ns
fC

(9.44fC/(S/N)), and 4.24 ns
fC (11.06fC/(S/N)) for −20◦C, 0◦C, and 20◦C, respectively, while the con-

stant term C remains stable at approximately 27ps. At low Qinj, the jitter increases slightly, primarily



6.7. TEMPERATURE DEPENDANCE OF THE TIMING RESOLUTION 171

due to the presence of noise-triggered outliers. This is supported by the TOA histogram analysis in fig-
ure 6.31, which compares TOA distributions at two laser attenuation settings: 18.5 (∼22.34 fC) and 12.5
(∼16.18 fC). At lower Qinj, the histogram shows significant broadening with an RMS of 38.85 TOA
codes compared to a much narrower Gaussian fit width (σ = 11.38 TOA code), indicating that non-
Gaussian tails arise from noise-induced triggers. Conversely, at higher Qinj, both RMS and fit σ converge
(1.79 TOA code), suggesting clean signal response with minimal noise contamination.

For instance, at Qinj ∼22 fC, the TOA jitter values are ∼280 ps, ∼270 ps, and ∼260 ps at 20◦C,
0◦C, and −20◦C, respectively. These variations fall within the expected stochastic behavior of charge
generation and timing resolution in silicon sensors.

An additional observation is the temperature-dependent extension of the dynamic charge injection
range. The maximum Qinj observed increases from ∼713 fC at −20◦C to ∼868 fC at 0◦C, and further to
∼1058 fC at 20◦C. This trend may reflect temperature effects on IR laser absorption or charge collection
efficiency in the silicon, and warrants dedicated investigation.

Figure 6.31: TOA histograms for channel 158 at two laser attenuation settings: (a) Att = 18.5
(∼22.34 fC) and (b) Att = 12.5 (∼16.18 fC). At lower injected charge, the TOA distribution broadens
significantly. A large difference between the RMS and the Gaussian fit σ (38.85 TOA codes vs. 11.38
TOA codes), where 1 TOA code corresponds to 24.5 ps, indicates the presence of non-Gaussian outliers
likely caused by noise triggers. At higher injected charge, both metrics converge, indicating reduced
timing noise.

In conclusion, temperature exhibits negligible influence on the timing resolution of the silicon Hex-
Module. The module’s robust timing performance across varying thermal conditions highlights its relia-
bility and suitability for precise timing applications in the HGCAL system.

6.7.3 Study of injected charge range differences

During the study of the temperature dependence of the laser setup at the probe station, we observed
an unexpected yet systematic behavior: the injected charge range extended consistently with increasing
temperature. As shown in figure 6.30, the measured Qinj range increased from 713 fC at −20◦C, to 868 fC
at 0◦C, and to 1058 fC at +20◦C.

To understand the observed differences in the S/N range across temperatures, the Qinj versus atten-
uation data and the HGCROC gain comparison were analyzed, as shown in figure 6.32. The left plot
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highlights that for the same laser attenuation, the charge collected varies significantly across tempera-
tures (20°C, 0°C, and -20°C). These differences prompted an investigation into potential factors affecting
charge collection.

Figure 6.32: (Left) Injected charge (Qinj) vs laser attenuation for channel 158 at 20°C, 0°C, and -20°C.
(Right) TOT-code vs Qinj comparison at 20°C and 0°C.

Potential factors influencing charge readout

Laser holder stability with temperature One hypothesis was that the laser holder might expand or
contract with temperature variations, potentially causing the laser beam to go out of focus. However,
this possibility is excluded due to the sophisticated alignment procedure employed at each temperature,
ensuring precise laser focus on the silicon Hex-Module’s cells.

HGCROC gain variability To investigate whether HGCROC gain variability could explain the ob-
served charge differences, a comparison of TOT-code versus Qinj at different temperatures was conducted
and shown in right plot of the figure 6.32. While a slight variation in slope was observed with tempera-
ture, it was insufficient to account for the significant differences in charge collection seen in the left plot,
especially within the effective charge injection range (<1500 fC). Therefore, this factor is also ruled out.

Charge collection efficiency The charge collection efficiency in silicon sensors is inherently temperature-
dependent, governed primarily by variations in carrier mobility and recombination dynamics. At lower
temperatures, reduced thermal agitation lowers recombination rates, which theoretically enhances charge
collection. Consequently, one would expect a higher measured charge at lower temperatures for a given
laser attenuation. However, as shown in figure 6.32 (left), a net decrease in Qinj is observed at lower
temperatures. This counterintuitive trend suggests that some other temperature-dependent mechanisms
may dominate and offset the expected gain in collection efficiency.

IR Laser absorption coefficient Another critical factor is the temperature-dependent absorption coef-
ficient of silicon. For a 1064 nm infrared laser, the absorption coefficient of silicon is known to decrease
with falling temperature, as documented in [116] (figure 6). This reduction in absorption limits the
amount of laser energy deposited within the sensor, thereby reducing the number of generated charge
carriers. A corresponding trend in decreased charge generation with decreasing temperature is also ob-
served in [117] (slide 18). The combined effect of temperature-sensitive charge collection efficiency and
the IR laser absorption coefficient likely to be the primary reason for the differences in Qinj at the same
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attenuation across temperatures. Further exploration of these effects, including detailed modeling, is rec-
ommended to fully characterize this behavior. However, for the scope of this study, it is concluded that
these variations do not significantly impact the timing resolution.

6.8 Comparison with TDR and ASIC designer’s Reference

The target specifications for the timing performance of HGCAL silicon modules are presented in Sec-
tion 6.6.2. According to the TDR [6], the expected benchmark parameters are a noise coefficient of A =
5ns/(S/N) and a constant resolution floor of C = 20ps. Additionally, ASIC characterization studies [29],
conducted under idealized bench-top conditions, report improved performance with A ≈ 1.15ns/fC and
C ≈ 13ps.

In our experimental investigations using fully assembled silicon Hex-Modules, the extracted noise
coefficients A were 10.08, 11.89, and 10.36 ns/(S/N) for channels 35, 138, and 158, respectively. The
corresponding constant terms C, derived at high injected charge levels, were found to be ∼26 ps, ∼31 ps,
and ∼33 ps—substantially higher than both the TDR and ASIC reference benchmarks.

Furthermore, the lowest extracted value of the noise coefficient in our dataset was 3.45ns/fC, remains
notably above the value reported by the ASIC designers. These deviations illustrate the difficulty of
reproducing idealized timing metrics in a full module environment where multiple noise sources and
system-level effects are present.

To explore possible avenues for performance improvement, we investigated the influence of ambient
temperature, with the hypothesis that lower operational temperatures might yield enhanced timing reso-
lution. However, measurements revealed no significant reduction in either the A or C terms under cooler
conditions.

The subsequent subsections provide a detailed analysis of the potential sources contributing to these
deviations.

Sources of timing performance degradation

1. Broad and Non-Gaussian TOA distributions at low injected charge

A key factor contributing to the elevated noise coefficient A at low injected charge is the emergence of
broad, non-Gaussian TOA distributions. As illustrated in Figure 6.31 (left), at an attenuation of 18.5 dB
(corresponding to ∼22.34 fC), the TOA histogram displays a pronounced tail and significant deviation
from Gaussian behavior. The measured RMS is 38.85 TOA codes, whereas the standard deviation from
a Gaussian fit is only 11.38 TOA codes. This large mismatch points to the presence of noise-triggered
outliers, which distort the distribution and inflate the extracted timing jitter.

These findings emphasize the need for precise TDC calibration and systematic TOA-threshold opti-
mization. Identifying and mitigating the underlying sources of random TDC activations—such as elec-
tronic noise or unstable thresholds—will be critical to improving timing resolution, particularly in the
low signal regime.

2. System-level jitter and clock path contributions

The minimum achievable time resolution C is influenced by several sources of system jitter. The pri-
mary 40 MHz reference clock, generated by either the SRS CG635 or Si5344, introduces a baseline jitter
of 3–5 ps. This clock is internally multiplied within the Hexacontroller to 320 MHz and routed to the
HGCROC, where its measured jitter increases to approximately 15 ps due to signal integrity losses and
impedance discontinuities.
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Inside the HGCROC, this 320 MHz input is used to recover the 40 MHz base clock, which is then
passed to an internal PLL to generate higher-frequency clocks (160 MHz, 640 MHz, 1.28 GHz) required
for TDC and other internal operations. Jitter accumulated in this distribution chain propagates through the
PLL stages, resulting in effective timing noise in the range of 17–27 ps. This compounded jitter directly
contributes to the observed C values and limits the achievable timing floor.

Similarly, the Power Distribution Network (PDN) design plays a significant role. A high-impedance
PDN may fail to suppress voltage transients and high-frequency disturbances, introducing additional elec-
tronic noise into the analog front-end. Environmental variables, such as temperature drifts, supply ripple,
and board-level EMI, further compound these effects. The imperfections in devices such as waveform
generators, laser drivers, or optical components (e.g., aging of diodes or instability in attenuators) can also
introduce jitter that is inseparable from the detector response. Continuous calibration and environmental
control are thus essential to suppress these parasitic effects.

3. Real system Behavior vs. simulation and test bench conditions

Unlike controlled ASIC test boards or idealized simulations used in the TDR, the full Hex-Module envi-
ronment introduces a host of real-world uncertainties. These include PCB parasitics, complex grounding
schemes, sensor and bond-pad variability, and local temperature gradients. The measurement setup repli-
cates actual operating conditions more closely, thereby uncovering effects not present in ideal models.
These differences naturally lead to elevated values of A and C, particularly at higher signal levels where
analog path nonlinearities and noise floor saturation become prominent.

In conclusion, while the timing performance achieved in our module tests remains close to the target,
discrepancies with respect to the TDR and ASIC designer benchmarks persist. These are attributable
to TDC calibration irregularities, system-level clock and PDN limitations, and unavoidable environmen-
tal effects inherent to real detector systems. Further improvements will require optimization of clock
paths, reduction of front-end noise, and possibly implementation of differential laser injection schemes
to eliminate common-mode noise.

6.9 Physics impact of timing resolution parameters and TOA thresh-
old

The precise measurement of TOA in the HGCAL is critical for the accurate reconstruction of neutral
hadrons (K0

L) and photons (γ), which lack direct tracking from the tracker (see section 1.5.2) and timing
information from the Endcap Timing Layer (ETL). Within the reconstructed shower composition, neutral
hadrons contribute to approximately 15%, while photons account for around 30% as can be seen in
figure 6.33 adopted from ref. [14].

Unlike charged particles, which benefit from tracking information in the inner tracker and timing
tagging from ETL, the neutral hadrons and photons rely solely on the calorimeter system (ECAL and
HCAL) for both spatial and timing measurements, making TOA resolution a fundamental parameter
for their reconstruction. This dependence on HGCAL underscores the importance of precise timing
information for key physics processes, including event reconstruction, pileup mitigation, and missing
transverse energy (MET) calculations.

This section presents a detailed analysis of the physics impact of TOA thresholds and timing reso-
lution parameters (Noise term ’A’ and constant term ’C’) based on a dedicated simulation study done
by CMS Detector Performance Group (DPG). The study evaluates the sensitivity of neutral hadrons and
photons to variations in TOA precision and its implications for calorimeter-based event reconstruction at
the HL-LHC.
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Figure 6.33: Breakdown of the average offset transverse momentum ⟨pT,offset⟩ per primary vertex,
shown as a function of pseudorapidity η , for events with a single pile-up interaction. The contributions
from different particle-flow (PF) candidates are indicated: photons, electromagnetic deposits, neutral
hadrons, hadronic deposits, charged pile-up, and charged hadrons. This figure is reproduced from figure
9.4 (left) of Ref. [14].

The timing performance extracted from selected channels of the silicon Hex-Module is summarized
in Table 6.11. Among the studied channels, Channel 135 yields the lowest extracted values, with a noise
coefficient A ∼ 10ns and a constant term C = 26ps. A comparable performance is also observed for
Channel 158 under varying temperature conditions (Section 6.7), with A ∼ 10ns and C ∼ 27ps. However,
as this evaluation is based on only three channels, no definitive conclusions can be drawn regarding
channel-to-channel performance uniformity. Within this limited dataset, the extracted parameters suggest
that A is on the order of 10 ns and C is approximately 30 ps—both exceeding the TDR expectations of
A = 5ns and C = 20ps. A more statistically robust assessment will require broader sampling across
multiple modules and operational conditions.

The increased noise term (A) suggests that TOA jitter exhibits highy sensitivity to fluctuations in
the signal-to-noise ratio, potentially degrading timing precision, particularly at low signal amplitudes.
Similarly, the elevated constant term (C) indicates systematic constraints in intrinsic timing resolution,
likely arising from clock jitter, TOA Calibration procedures, and the power distribution response to high
frequcncy transients. These deviations from the TDR expectations have direct implications for the re-
construction of neutral hadrons and photons, impacting energy resolution, pileup rejection efficiency, and
time-tagging precision.
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6.9.1 Simulation setup and timing performance evaluation
To evaluate the timing performance of reconstructed showers in HGCAL, a full simulation was conducted
using a single-particle gun to generate neutral kaons (K0

L) and photons (γ) within the energy range 1 <
E < 120 GeV at pseudorapidity |η | = 2. The simulation was performed in the absence of pileup effects
to isolate intrinsic detector performance.

The GEANT4-based [118] simulation framework was employed to model particle interactions within
the calorimeter geometry. The simulated ToA was computed using an energy-weighted average over
all hit cells, where each contribution was scaled by the corresponding deposited energy. This approach
reflects the typical behavior of electromagnetic showers, where high-energy deposits near the shower core
arrive earlier and dominate the timing response. To incorporate realistic detector effects, the reconstructed
hits were subsequently subjected to stochastic smearing. The timing resolution was modeled using a
parameterization involving a noise-dependent term (A) and a constant term (C), with values extracted
from laser-based timing measurements, as detailed in Section 6.6.6. These parameters, measured using
laser injection as described in Section 6.6.6, are listed in Table 6.11 to ensure an accurate representation
of the detector’s intrinsic timing resolution.

The Cambridge-Aachen jet algorithm (R = 0.4) [119] was applied for hit clustering, followed by
additional selection constraints restricting hits within a spatial cylinder of radius, ρ < 3 cm, ensuring that
only primary interaction showers were retained. Scintillator-based hits were omitted to focus the study
solely on silicon sensor performance.

A comprehensive simulation study (a super set of this study) of neutral hadron and photon reconstruc-
tion across the full pseudorapidity range (1.8 < |η |< 2.8) with TDR specifications (A = 5 ns, C = 20 ps)
for the start-of-life conditions and for an aged detector scenario corresponding to 3000 fb−1 of integrated
luminosity, was performed by DPG, and can be found in Refs. [30, 120].

Multiple simulation scenarios were defined by varying the noise term (A) and constant term (C) and
are listed in table 6.12, where Scenario 1 corresponds to the baseline configuration, and subsequent
scenarios introduce progressive modifications in the timing parameters to evaluate their effects on shower
reconstruction.

Scenario Noise Term A (ns) Constant Term C (ps)
1 (TDR Baseline) 5 20

2 6 20
3 6 30
4 6 40
5 10 20

6 (Ch:158) 10 30
7 10 40

Table 6.12: Simulated scenarios for K0
L and photon timing resolution performance.

These scenarios allow for a comparative analysis of the impact of timing degradation on shower
reconstruction, highlighting potential performance variations under different detector conditions.

To evaluate the impact of TOA threshold settings, the key efficiency parameters are define below:
Shower Time-Tagging Efficiency: The time-tagging efficiency (ε) quantifies the probability of correctly
associating a simulated K0

L shower with the event timestamp. It is defined as:

ε =
K0

L(N
rec
hits ≥ 3 & qrec > 12fC)

K0
L(N

sim
hits ≥ 3)

(6.8)

Here, K0
L denotes the number of generated neutral kaons. The numerator counts events with at least
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three reconstructed hits (Nrec
hits ≥ 3), where a reconstructed hit is defined as a silicon sensor cell registering

a signal with charge qrec > 12fC and crossing the ToA threshold. The denominator includes events with
at least three simulated energy deposits (Nsim

hits ≥ 3), without any applied threshold or timing conditions.
Hits are not required to be adjacent and may be distributed across multiple calorimeter layers.
Efficiency Threshold (E f f .T hr): The efficiency threshold is defined as the minimum energy required
to achieve 95% efficiency. As illustrated in figure 6.35 (left-top), the efficiency threshold corresponds to
the value on the energy axis intersect by the red vertical dashed line.
Efficiency Width (E f f .wdt): The efficiency width represents the transition region between low effi-
ciency and full efficiency. It quantifies how smoothly the efficiency rises from the minimum to 95%
efficiency, shown by the length of double headed arrow in the figure 6.35 (left-top).
TOA Resolution Parameterization: The TOA resolution of the reconstructed shower is modeled as:

σToA =

√
A2

E2 +C2. (6.9)

In this expression, E represents the true energy of the incident particle shower, measured in GeV.
The parameter A denotes the noise term, which dominates the resolution at low energies. The constant
term C reflects the intrinsic timing resolution of the system and becomes the leading contribution at high
energies.

The study systematically explores how variations in A and C of single channel, impact shower time-
tagging efficiency and TOA resolution. The results, presented in subsequent sections, provide a compar-
ative analysis of the effect of different timing configurations on the reconstruction of neutral hadrons and
photons.

6.9.2 Effect of TOA threshold on shower time-tagging efficiency threshold
The efficiency threshold for shower time-tagging in the CMS HGCAL depends strongly on the ToA
threshold set in the HGCROC. This threshold is defined as Vref-ToA at the channel level and is referred to
as qrec when discussing shower-level performance. Although the names differ, both represent the same
physical threshold value. Figure 6.34 shows how the time-tagging efficiency varies with qrec, comparing
the response for neutral kaons (K0

L) and photons (γ). The plot highlights the different sensitivities of these
particles to threshold settings, reflecting their distinct shower characteristics.

In both panels of figure 6.34, the efficiency threshold exhibits a strong dependence on the applied ToA
threshold, with the effect more pronounced for neutral kaons than for photons. As seen in both curves,
increasing the qrec threshold results in a higher energy threshold for achieving efficient time-tagging.
In practical terms, applying a higher ToA threshold favors the selection of high-energy kaon or photon
signals, but significantly suppresses contributions from lower-energy deposits—particularly in neutral
hadron showers. This leads to a reduction in overall reconstruction efficiency, especially for particles
such as K0

L , which typically produce softer showers.
The efficiency of ToA tagging in the CMS HGCAL is highly sensitive to the effective ToA thresh-

old (Eff-Th), which directly depends on the reference voltage Vref-ToA or, equivalently, the reconstructed
threshold charge qrec. To comply with the performance specifications defined in the HGCAL TDR,
achieving a minimum threshold of 12 fC was established as a critical target.

However, this goal was not attainable in the early versions of the silicon Hex-Modules. The first and
second prototype designs exhibited significant pedestal modulation (∆-pedestal) across sampling phases,
ranging from 100 to 180 ADC units, as shown in Tables 5.1, 5.2 and figure 6.4. Such large modulation
values constrained the minimum achievable threshold, requiring Vref-ToA to be set as high as 120 fC, which
would have led to substantial inefficiency in detecting low-energy shower constituents.

To overcome this limitation, I carried out a complete redesign and optimisation of the PCB stack-
up (Section 5.6). I along the chip designer (from OMEGA, Paris) investigated the root causes of dig-
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Figure 6.34: Efficiency threshold as a function of the ToA threshold qrec for neutral kaons (K0
L , left) and

photons (γ , right) in the CMS HGCAL. The results are obtained from dedicated simulation studies per-
formed at η = 2.0, using timing parameters consistent with test bench measurements. The simulations
assume a noise term A = 10ns and a constant term C = 30ps, corresponding to the performance ob-
served in silicon Hex-Modules calibrated with a laser system.

ital pedestal modulation (Section 5.11), developed grounding strategies for both the Hexaboard and
HGCROC package. I validated improvements through extensive PCB simulations and multiple proto-
type iterations, performed systematic lab tests and incorporated feedback from each development cycle
into the next design version.

As a result of these efforts, both the V3-HD and V3-LD on-cassette Hexaboard designs have suc-
cessfully achieved a stable ToA threshold near 12 fC. This significant improvement not only meets the
TDR-defined specification but also enables improved time-tagging efficiency, particularly for low-energy
shower components—ensuring optimal performance of the HGCAL timing system.

The choice of TOA threshold is therefore paramount in preserving optimal shower time-tagging ef-
ficiency, particularly for neutral hadrons. A threshold of 12 fC ensures a suitable balance between effi-
ciency and detector noise suppression. Beyond this threshold, the efficiency for neutral kaon detection
declines significantly, emphasizing the necessity of meticulous threshold optimization for ensuring robust
calorimetric performance under high pile-up conditions.

6.9.3 Shower time-tagging efficiency at TOA threshold qrec = 12 fC
The efficiency of shower time-tagging and the TOA resolution were systematically analyzed for neutral
kaons (K0

L) and photons (γ) under different single-channel timing resolution scenarios, as summarized in
Table 6.12. Figures 6.35 and 6.36 illustrate the dependence of time-tagging efficiency and TOA resolution
for kaons and photons, respectively.

Each figure consists of two rows:

• In the upper row, the figure shows efficiency versus shower energy, with details of Efficiency thresh-
old and the Efficiency width.

• The lower row illustrates the TOA resolution as a function of energy with details of Noise term A
and Constant term C.

Both figures are organized into three columns, each corresponding to a distinct timing resolution
configuration:
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• TDR Baseline (Left Column): Represents the nominal target performance defined in the HGCAL
TDR [6], with A = 5ns and C = 20ps.

• Channel 35 like case (Middle Column): Reflects a representative measurement of Channel 35 or
158 fom Table 6.11, with moderately increased jitter parameters: A = 10ns and C = 30ps.

• Assumed Worst-Case Scenario (Right Column): Illustrates the impact of further degradation
in constant term resolution, assuming A = 10ns and an elevated C = 40ps, to evaluate system
performance under pessimistic timing conditions.

A detailed summary of the efficiency thresholds, widths, and TOA timing parameters across these
scenarios is provided in Table 6.13.

Figure 6.35: Time-tagging efficiency (top row) and TOA resolution (bottom row) for K0
L in HGCAL un-

der different timing resolution scenarios. The vertical red dashed line in the top-left plot represents the
efficiency threshold (Eff. Thr.), while the horizontal double-ended arrow denotes the efficiency width
(Eff. Wdt. ). The first column (left) corresponds to the TDR baseline (A = 5 ns, C = 20 ps), where the
efficiency threshold is measured at Eff. Thr = 10.95 GeV and the efficiency width at Eff. Wdt = 7.53
GeV. The second column (middle) shows the performance for Channel 35 (A = 10 ns, C = 30 ps),
where degraded timing precision increases Eff. Thr to 13.03 GeV and expands Eff. Wdt to 10.95 GeV.
The third column (right) illustrates the worst-case scenario (A = 10 ns, C = 40 ps), where the ef-
ficiency threshold stabilizes at Eff. Thr = 12.54 GeV, and the efficiency width contracts slightly to
Eff. Wdt = 10.55 GeV. The bottom row highlights TOA resolution degradation at lower energy, em-
phasizing its impact on neutral hadron reconstruction.

Impact on Neutral Kaon reconstruction Figure 6.35 illustrates the time-tagging efficiency and TOA
resolution for neutral kaons (K0

L). The efficiency threshold (Eff. Thr) and efficiency width (Eff. Wdt) are
key parameters that determine the detection performance for different timing resolution conditions.
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Figure 6.36: Time-tagging efficiency (top row) and TOA resolution (bottom row) for photons recon-
structed in HGCAL under different single-channel timing resolution conditions. The left column repre-
sents the TDR baseline (A = 5 ns, C = 20 ps), the middle column corresponds to Channel 35 (A = 10
ns, C = 30 ps), and the right column illustrates the worst-case scenario (A = 10 ns, C = 40 ps). Unlike
kaons, the efficiency threshold remains stable across scenarios, highlighting the minimal sensitivity of
photon reconstruction to TOA parameter variations. The bottom row demonstrates the TOA resolution
as a function of energy, revealing minor degradation with increasing A and C, yet maintaining robust
photon reconstruction performance.

From the figure, it is evident that increasing A and C leads to a shift in the efficiency threshold towards
higher energy values. In the TDR Baseline scenario, the efficiency threshold is observed at 10.95 GeV,
while in Channel 35, it increases to 13.03 GeV. In the worst-case scenario, the threshold slightly decreases
to 12.54 GeV. The efficiency width follows a similar trend, expanding from 7.53 GeV (TDR Baseline) to
10.95 GeV (Channel 35), before narrowing slightly to 10.55 GeV in the worst-case scenario.

These trends are quantitatively summarized in Table 6.13, which lists the efficiency parameters and
TOA resolution across the different configurations. The table shows that the increase in A and C leads to
an overall degradation in efficiency for kaon reconstruction, particularly affecting low-energy hadronic
showers. The broadening of the efficiency width indicates increased uncertainty in kaon detection, which
could contribute to energy mis-measurement in jet reconstruction.

These results highlight the sensitivity of neutral hadron reconstruction to TOA timing degradation.
The increase in the efficiency threshold implies that fewer low-energy kaons are detected, leading to an
underestimation of the hadronic shower energy. The efficiency width broadening further suggests a loss of
precision in time-tagging, potentially increasing pileup contamination. Given these effects, maintaining a
TOA threshold at 12 fC is critical to preserving the accuracy of neutral hadron reconstruction in HGCAL.

Impact on Photon reconstruction Figure 6.36 presents the time-tagging efficiency and TOA resolution
for photons (γ). In contrast to neutral kaons, the efficiency threshold remains stable across all tested
scenarios, with a value close to 1.56 GeV. This indicates that photon reconstruction is largely unaffected
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Index Particle A [ns/(S/N)] C [ps] Eff. threshold [GeV] Eff. width [GeV] A [ps/GeV] C [ps]

0 K0
L 5 20 10.95 7.53 454.00 18.00

1 K0
L 6 20 13.71 11.02 460.00 19.00

2 K0
L 6 30 12.07 10.09 433.00 27.00

3 K0
L 6 40 9.66 5.82 481.00 35.00

4 K0
L 10 20 12.06 8.88 691.00 18.00

5 K0
L 10 30 13.03 10.95 654.00 28.00

6 K0
L 10 40 12.54 10.55 724.00 30.00

7 γ 5 20 1.56 0.70 68.60 26.55
8 γ 6 20 1.56 0.27 0 26.55
9 γ 6 30 1.11 11.93 69.17 27.54
10 γ 6 40 1.65 0.60 75.09 34.54
11 γ 10 20 1.58 0.69 158.08 18.09
12 γ 10 30 1.00 0.00 129.78 27.98
13 γ 10 40 1.60 0.65 164.21 26.27

Table 6.13: Efficiency and Timing Parameters for Simulated K0
L and Photon (γ) events. The bold text

represents the TDR (or reference) scenarios. The second column indicates the particle type used in the
simulation study. The third and fourth columns list the noise term A [ns/(S/N)] and constant term C
[ps], which characterize the silicon Hex-Module channels. The next two columns provide the efficiency
threshold and efficiency width. The final two columns represent the noise term A [ps/GeV] and constant
term C [ps] for the reconstructed shower timing resolution.

by variations in TOA timing parameters.
Table 6.13 confirms this trend, showing minimal changes in efficiency width and TOA resolution

across the three configurations. The worst-case scenario results in only minor timing degradation, but the
overall impact on photon energy measurement remains negligible.

Unlike neutral hadrons, which exhibit a strong dependence on TOA resolution, photons demonstrate
resilience to timing degradation. Even under the worst-case scenario, the efficiency threshold and width
remain nearly unchanged, ensuring robust performance in high-luminosity conditions. These findings
confirm that the 12 fC TOA threshold is particularly crucial for neutral kaon reconstruction, whereas
photon detection remains stable across a range of TOA conditions. The Neutral kaons (K0

L) are more
sensitive to timing resolution degradation compared to photons is due to their distinct interaction mech-
anisms. Photons, as purely electromagnetic particles, produce showers through rapid energy deposition
in the electromagnetic calorimeter (ECAL), resulting in localized and well-contained energy profiles. In
contrast, neutral kaons, as hadrons, undergo complex hadronic interactions, leading to broader, more
stochastic showers with delayed energy deposition [121, 122]. This delayed energy deposition increases
susceptibility to timing resolution degradation, leading to a higher efficiency threshold and broader effi-
ciency width in hadronic showers compared to electromagnetic showers.

6.9.4 Implications for pileup mitigation and event reconstruction
The increase in efficiency threshold (Eff. Thr) from 10.95 GeV to 13.03 GeV directly impacts pileup
mitigation strategies and event reconstruction. To see this impact, an example of the H → γγ process
is adopted from reference [30] and shown in figure 6.37. The left panel illustrates the energy spectra of
neutral hadrons, while the right panel presents the corresponding spectra for electromagnetic particles in
VBF CaloJets (reconstructed jet from calorimeter energy deposits in a VBF-like event topology) [30].
The different curves represent various reconstruction techniques, including Raw, Soft-Killer (SK) [119],
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and SK+Time tagging, allowing a comparative evaluation of their effectiveness in pileup mitigation.

Figure 6.37: Energy spectra of stable neutral hadrons (left) and electromagnetic particles (right) in
generator-level particle CaloJets with R = 0.4, reaching the HGCAL volume in VBF H→ γγ events with
an average pileup of ⟨PU⟩ = 140. The charge threshold for ToA is set at q = 12 fC. The spectra of the
signal (solid lines) and pileup particles (dashed lines) are shown separately. The impact of Soft-Killer
(SK) pileup mitigation and SK combined with time-tagging is illustrated by the energy distribution of
the surviving particles within the matched CaloJets, adopted from [30].

Under TDR specifications, a 10 GeV energy cut effectively filtered out most pileup-induced energy
deposits, with timing tagging employed to suppress additional contamination. However, with an effi-
ciency threshold exceeding 13 GeV, the same cut results in loss of low-energy hadronic showers. Re-
taining events below this threshold, on the other hand, introduces pileup contamination that distorts jet
energy resolution and affects event classification.

The fraction of affected events can be estimated from the reconstructed shower composition. As seen
in figure 6.33, neutral hadrons contribute approximately 15% of the total reconstructed shower contents
in the barrel region. This estimate can be reasonably extended to the endcap region, as the peak observed
in the endcap primarily arises from the lack of a tracking detector in Phase-I. In Phase-II, this limitation
will be mitigated with extended tracker coverage, ensuring a more uniform distribution.

Photons account for approximately 30% of the total reconstructed shower content, while the remain-
ing fraction is predominantly composed of charged hadrons. While photon reconstruction remains robust
against this threshold shift, a fraction of neutral kaons (which are ∼ 10% - 15% of shower contents), will
be affected. However, given the relatively small contribution of neutral hadrons to the overall shower
composition, the overall impact on the physics performance remains marginal and does not significantly
affect the physics objectives of HGCAL.

These findings conclude the study, affirming that despite the increase in the efficiency threshold, the
primary physics goals of HGCAL remain uncompromised. The analysis demonstrated that the impact
of TOA resolution variations is most pronounced for neutral hadrons due to their exclusive reliance on
calorimetric information. However, given that neutral hadrons constitute only a small fraction of the over-
all shower composition, this effect remains marginal in terms of its impact on the physics performance of
HGCAL. The efficiency shift primarily affects a fraction of neutral kaons, but due to their limited con-
tribution to hadronic showers, the overall event reconstruction remains robust. Photon reconstruction, on
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the other hand, remains stable under TOA variations, reaffirming the reliability of the current timing and
energy threshold settings.

Several advancements in the real detector environment are expected to further mitigate these effects.
Some of these improvements are further elaborated in the next section.

These developments, combined with optimized reconstruction algorithms and enhanced timing cali-
bration, will ensure that HGCAL meets its stringent performance requirements. The improved precision
will be particularly valuable in high-pileup environments, maintaining accurate time-tagging for both
neutral and electromagnetic showers while minimizing background contamination. As the system moves
toward final implementation, continuous refinements in calibration, electronics, and software algorithms
will further strengthen HGCAL’s capability to operate in the demanding conditions of the HL-LHC.

6.10 Outlook and Future Work

Advancing the time resolution capabilities of the silicon Hex-Modules within the HGCAL system remains
a critical objective. Future work will focus on refining the calibration processes, improving noise char-
acterization, and implementing innovative measurement techniques to ensure the high level of precision.
The following key areas highlight the path forward:

Enhancing TDC calibration methods
One of the primary steps in improving time resolution is the refinement of TDC calibration methods.

Current practices have revealed challenges in achieving consistent bin widths and producing Gaussian-
distributed TOA histograms. Moving forward, we will focus on refining these calibration procedures
to reduce errors, eliminate noise-induced outliers, and enhance the uniformity and accuracy of timing
measurements across all channels.

Implementing differential time jitter measurements
To obtain more accurate assessments of time jitter, an upgraded experimental setup which allows

simultaneous signal injection into two channels, is recommended. By measuring the time jitter of one
channel relative to another, we can effectively remove common-mode noise components. This differential
approach is anticipated to yield a clearer, more accurate representation of the true timing performance of
the silicon Hex-Modules.

Optimizing clock distribution and power management
The accuracy of time resolution in silicon Hex-Modules is significantly influenced by the quality of

clock distribution and the stability of power supply systems. As such, future efforts must prioritize opti-
mizing these areas to enhance overall performance. Although the Hexaboards are already in production,
limiting the potential for further improvements at the PCB level, there are still crucial steps that can be
taken to mitigate noise and reduce jitter in the system.

One of the primary strategies involves ensuring that all devices within the system operate with the
lowest possible electronic jitter and noise levels. By providing a cleaner clock signal at the input of
the HGCROC, the jitter associated with the Phase-Locked Loop (PLL) can be minimized, leading to an
improvement in the module’s minimum time resolution. Reducing PLL jitter is essential, as it directly
impacts the precision of timing measurements and the overall performance of the module.

In terms of power management, it is strongly recommended to utilize the latest DCDC converter
boards, which offer better shielding capabilities. Improved shielding is critical to preventing any potential
increase in noise levels that could adversely affect the Hexaboard’s performance. By focusing on these
optimizations, cleaner clock signals and enhanced power supply stability, significant advancements in the
time resolution of the silicon Hex-Modules can be achieved, ultimately contributing to the success of the
HGCAL system in high-energy physics experiments.
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6.11 Conclusion

This chapter evaluated the performance of HGCAL silicon sensor modules through three key phases:
validation via beam tests, timing characterization using a laser system, and simulation-based analysis of
their impact on HGCAL physics performance for neutral hadrons and photons.

A series of beam tests conducted in 2021, 2022, and 2023 systematically assessed the silicon modules,
leading to iterative design refinements aligned with HGCAL requirements. The signal-to-noise (S/N) ratio
for MIP detection was the primary performance metric, measured by directing focused electron or pion
beams onto silicon module cells. The 2021 beam tests, using NSH-Silicon Modules with HGCROC-
V2 and V3 ASICs, led to critical pedestal and noise corrections. Post-correction S/N values of 7.9 (at
HGCROC’s medium gain) and 9.9 (HGCROC’s low gain) fell below the TDR target of 11 but guided
subsequent optimizations. The 2022 campaign, featuring V3-LD silicon modules with 300 µm sensors,
demonstrated substantial improvements, with S/N values of 14.5, 12.8, and 8.5 across high, medium,
and low gain settings, surpassing the TDR goal for medium gain. The 2023 beam tests extended this
validation to LD-Full, LD-Semi, and HD-Full configurations with 200 µm, 300 µm, and 120 µm sensors.
All modules met or exceeded design specifications, with the HD-Full achieving an S/N of 4.8 (target:
4.5) and the LD-Full recording 8.4 (target: 6). The LD-Semi modules, with S/N values around 12,
outperformed expectations, affirming the readiness of these designs for HGCAL integration.

To assess the timing capabilities of these modules, a dedicated laser-based system was developd,
enabling precise charge injection into silicon sensor cells. The setup included a 1064 nm pulsed laser, an
optical attenuator, and motorised XYZ scanning stages, with synchronised operation via a 10 MHz clock
source to ensure accurate timing alignment. Initial laser jitter measurements showed a timing uncertainty
of 15 ps; however, with an improved clock source, the jitter was reduced to 5 ps RMS, enhancing the
precision of the timing measurements. The timing resolution study yielded a noise term of approximately
10 ns and a constant term of 27 ps, compared to the TDR objectives of 5 ns and 20 ps. Temperature-
dependent studies indicated negligible variation in timing performance but revealed a temperature-linked
dependency in charge collection efficiency, attributed to silicon band gap fluctuations.

The observed deviations from TDR benchmarks were attributed to multiple factors, including non-
Gaussian behaviour at low signal amplitudes due to electronic noise, clock jitter from the HGCROC’s
Phase-Locked Loop (PLL), and systemic noise from impedance mismatches and environmental condi-
tions. Despite these challenges, the laser system provided critical insights for refining module calibration
and optimising detector timing performance.

The final phase of this study integrated the measured timing parameters into HGCAL physics simu-
lations to evaluate their impact on the reconstruction of neutral hadrons (K0

L) and photons (γ), as these
particles rely entirely on calorimetric measurements. The study simulated single-particle gun events with
energies up to 120 GeV at pseudorapidity η = 2, focusing on the influence of time-of-arrival resolution on
shower efficiency and pileup mitigation. The results confirmed that timing resolution significantly affects
neutral hadron reconstruction efficiency. The efficiency threshold for K0

L increased from 10.95 GeV (TDR
baseline) to 13.03 GeV when using timing parameters from Channel 158 (A = 10 ns, C = 30 ps), indi-
cating reduced detection efficiency for low-energy hadronic showers, which could influence jet energy
measurements and pileup rejection. Conversely, photon reconstruction remained robust across all tested
timing conditions, reflecting the inherently stable nature of electromagnetic showers in the ECAL. The
broader fluctuations in hadronic interactions within the HCAL rendered neutral hadrons more sensitive
to timing resolution degradation. However, given that neutral hadrons constitute approximately 10-15%
of shower constituents, the observed reduction in efficiency has a marginal impact on overall HGCAL
physics performance.

With the successful qualification of silicon module performance in beam tests and precision timing
characterization, the production of readout boards has now reached an advanced stage, with most units
having undergone initial testing. These developments mark a significant milestone in the integration of
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HGCAL electronics, ensuring readiness for large-scale deployment in the upcoming experimental phase.
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Chapter 7
Conclusion and future work

The HL-LHC, set to begin operations later this decade, promises an integrated luminosity of up to
3000 fb−1, enabling unprecedented opportunities for refining the existing results and exploring new
physics. However, the extreme conditions of higher collision rates, elevated radiation levels, and high
pileup of 140 to 200 will push the CMS detector beyond its original design limits. Specifically, the end-
cap regions, subjected to the highest particle flux and radiation, will see a significant degradation in the
performance of the electromagnetic and hadronic calorimeters (ECAL and HCAL), necessitating sub-
stantial upgrades to maintain the precision and reliability required for advanced physics analyses. By
leveraging these advanced technologies, the HGCAL ensures that the CMS detector remains resilient
under the harsh conditions of the HL-LHC and continues to deliver high-precision data essential for
groundbreaking discoveries in particle physics.

The High Granularity Calorimeter (HGCAL) is an advanced detector tailored to address the unprece-
dented challenges of the HL-LHC. Its intricate architecture comprises 47 finely segmented layers, divided
into electromagnetic (CE-E) and hadronic (CE-H) compartments. These layers provide a combined depth
of 25 radiation lengths and 10 interaction lengths, ensuring complete shower containment. The CE-E uti-
lizes absorbers, such as copper-tungsten and lead, while the CE-H employs stainless steel, complemented
by silicon sensors and plastic scintillators as active media. To balance performance, silicon sensors are
deployed in three thicknesses (120 µm, 200 µm, and 300 µm) and two pad sizes (0.5 cm2 and 1.18 cm2)
in the CE-E and high-fluence regions of CE-H. In low-radiation regions of CE-H, plastic scintillators read
by Si-PMs are used.

The HGCAL introduces 5D imaging capabilities, capturing spatial coordinates (x, y, z), energy (E),
and time (t). This precision enables detailed shower reconstruction, effective pileup mitigation, and
advanced physics object reconstruction. Combined with the extended coverage of the CMS tracker to
|η | < 4.0, the inclusion of precise timing measurements allows for four-dimensional vertexing. By in-
tegrating time-of-arrival measurements with a resolution of approximately 30 ps RMS, HGCAL signif-
icantly reduces the number of pileup tracks misassociated with the primary vertex. This enhancement
is critical for reconstructing events under the extreme conditions of the HL-LHC, where pileup densities
touches 200 interactions per bunch crossing.

HGCAL’s granular design ensures exceptional energy resolution, vital for processes like H → γγ .
Simulation studies demonstrate an invariant mass resolution of σM = 1.61±0.02%, corresponding to ap-
proximately 2 GeV, even under high pileup. Furthermore, HGCAL improves photon detection efficiency
by 12%, enhancing the analysis of rare processes, such as Vector Boson Fusion decays. These capabilities
establish HGCAL as a cornerstone of the CMS detector upgrade, enabling the precision and sensitivity
required to explore new physics in the high-luminosity era of the LHC.

187
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The objective of this Ph.D. research was to design, optimize, and implement a robust front-end
readout system for the silicon region of the HGCAL in preparation for the challenging conditions ex-
pected during the HL-LHC phase. The work spanned several critical domains, including the design and
optimization of Hexaboards, the development of testing systems for the Hexaboard characterization, the
validation of the silicon module performance in beam tests, and the development of a laser system with
control over timing and attenuation for the in-depth timing characterization of silicon modules. Each
component of this effort was meticulously planned and executed, addressing unique challenges and con-
tributing to the overall advancement of HGCAL technology.

The primary focus of this thesis was the design optimization of Hexaboards, the readout boards for
the silicon region of the HGCAL, hosting 72-channel HGCROC ASICs. HGCROC play a critical role in
signal readout, including charge and TOA measurements, as well as transmitting and processing data for
DAQ and trigger systems. To accommodate the diverse geometries of the silicon sensors, 11 Hexaboard
variants were developed, including two full hexagonal boards and nine partial designs tailored for the
peripheral regions of the detector. The optimization process was highly iterative, involving multiple cy-
cles of prototyping, designing, testing, debugging, and incorporating feedback into subsequent versions.
Design validation was primarily assessed using two benchmarking parameters: pedestal noise (standard
deviation of 10,000 ADC samples per channel) and ∆-pedestal (the amplitude of pedestal variation across
16 sampling phases of 40 MHz). These metrics, discussed in section 5.2, were central to evaluating the
performance improvements across prototypes.

The prototyping and design optimization focused on the LD (Low Density) version, which was cho-
sen as a starting point before transitioning to the HD (High Density) design. The three LD Hexaboard
prototypes, shown in figure 5.7, represent the evolution of the design process, demonstrating progres-
sive enhancements in performance, manufacturability, and compliance with the stringent requirements of
HGCAL.

The first prototype, LD-HB-CMS-V1, introduced a stack-up inspired by the earlier 6 ” hexaboard
design and incorporated stepped-hole structures for bonding. While this iteration served as an essential
proof-of-concept platform, its performance was hampered by high digital noise levels (up to 50 ADC
units for bare Hexabard and larger than 100 ADC units in silicon modules) and inadequate shielding be-
tween the analog channels and digital circuitry. Despite these limitations, it provided valuable insights
into manufacturing challenges, yielding key feedback for improving the process, such as copper bal-
ancing, bonding pad enhancements, and glue-seepage mitigation. This version also contributed to the
development of module assembly procedures and tools, forming the foundation for subsequent iterations.

Building on the lessons learned, the second prototype, LD-NSH-HB-V2, adopted the optimized
Stack-up-II configuration, integrated PCB simulation into the design loop, and replaced the stepped-hole
structures with non-stepped holes to reduce the manufacturing complexity and production time. This
iteration significantly improved noise performance, with pedestal noise reduced to 1.3 ADC units for the
bare board and 2.4 ADC units for assembled modules. The ∆-pedestal was also reduced to 4 ADC units
for the bare board and ∼17 ADC units for the silicon module assembled with HGCROC-V2, marking a
tenfold improvement over the first version. However, when these boards were assembled with the newer
HGCROC-V3, a drastic increase in ∆-pedestal to 170 ADC units was observed, triggering new R&D
efforts discussed in section 5.11. This investigation revealed the necessity of maintaining separate low-
impedance return paths for analog and digital grounds, both at the package level and on the top layer
beneath the BGA. These findings emphasized the importance of incorporating PCB simulations in the de-
sign loop to identify and resolve potential issues before fabrication. While this version validated the new
stack-up and addressed many design limitations, further refinements were required to meet the stringent
noise and signal-to-noise ratio targets specified in the HGCAL Technical Design Report (TDR).

The final iteration, V3-LD-Hexaboard-V1.3, represents the culmination of the design optimization
process. Featuring the HGCROC-V3 ASIC and incorporating all enhancements from earlier versions,
this design achieved exceptional performance metrics. Pedestal noise was reduced to 1.0 ADC units
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for the bare board and 1.5 ADC units for modules (equivalent to approximately 1900 electrons), with
a ∆-pedestal of 9 ADC units. The signal-to-noise ratio (S/N) for the final module reached 11, meeting
the stringent TDR specifications. Additionally, the design was refined for manufacturability, addressing
constraints such as on-detector mechanical integration, service routing, and compatibility with the MAC
requirements. These advancements ensure the V3-LD-Hexaboard is fully prepared for deployment under
the high-luminosity conditions of the HL-LHC. The results presented in Table 5.1 and figures 5.16 and
5.17 showcase a clear trend of design enhancement across iterations. While the initial version (LD-HB-
CMS-V1) and its module suffered from excessive noise and instability, the V3-LD-HB and V3-LD-Hex-
Module achieved significant improvements. Their alignment with the HGCAL TDR requirements and
the ENC benchmark (Figure 5.3) underscores their suitability for high-precision detector applications.

Building on the LD Hexaboard experience, the HD Hexaboard design incorporated key recommenda-
tions, including isolated analog and digital grounds with low-impedance paths. The Via-in-Pad technique
was adopted to minimize parasitic inductance, improve signal integrity, and optimize spacing beneath the
BGA. Performance evaluation showed that the V3-HD-Hexaboard achieved average noise and ∆-Pedestal
values of ∼0.93 ADC units and ∼2 ADC units, respectively, for the bare board. When integrated into
an HD silicon Hex-Module with 120 µm silicon, these values remained well-controlled at ∼1.7 and ∼5.6
ADC units, compared to 2.5 and 175 ADC units for the NSH-Module with the same HGCROC-V3
ASICs, demonstrating full compliance with HGCAL Technical Design Report requirements.

The silicon modules underwent extensive validation across a series of beam tests conducted in 2021,
2022, and 2023, showcasing the iterative improvement of their designs. Each testing phase integrated
feedback from prior evaluations, ensuring progressive enhancements in performance and compliance
with stringent HGCAL requirements. Signal-to-Noise (S/N) ratio for MIP detection served as the primary
benchmark, achieved by targeting silicon module cells with a focused electron or pion beam without an
absorber plate, enabling precise signal analysis within a narrow beam profile.

The 2021 beam tests were conducted on the NSH-Silicon Module, incorporated with NSH-hexaboard
and 300 um, assembled with HGCROC-V2 and V3 ASICs. These tests marked a crucial milestone, yield-
ing algorithms for pedestal and common mode noise corrections to address varying noise contributions
and ensure accurate signal reconstruction. After applying these corrections, the MIP signals achieved
S/N ratios of ∼7.9 and ∼9.9 for preamplifier gains in medium (160 fC ADC range) and low (300 fC ADC
range), respectively. While these results fell short of the target S/N value of 11 outlined in the HGCAL
TDR [6], they provided critical insights that guided subsequent improvements in module design and data
processing.

Building on these advancements, the 2022 beam tests evaluated V3-LD silicon modules, featuring
the V3-LD-Hexaboard and 300 µm-thick silicon sensors. These modules demonstrated remarkable per-
formance, with S/N ratios of 14.5, 12.8, and 8.5 for high (80 fC ADC range), medium, and low gains,
respectively. Notably, the medium gain S/N value exceeded the TDR target of 11, validating the ro-
bustness of the V3-LD-Hexaboard design and establishing it as a reliable platform for silicon module
integration.

The 2023 beam tests extended this validation to include four distinct module configurations: LD-
Full, LD-Semi (left and right), and HD-Full, incorporating sensors with thicknesses of 200 µm, 300 µm,
and 120 µm. The results demonstrated that all modules met or exceeded the design specifications. The
HD-Full module achieved an S/N of 4.8 against a target of 4.5, while the LD-Full module recorded an
S/N of 8.4, surpassing its target of 6. Both LD-Semi modules achieved S/N values of ∼12, exceeding
the target of 11. These results conclusively validated the Hexaboard designs, confirming their reliability
and readiness for deployment in the HGCAL detector system. Furthermore, the successful beam tests
provided the final endorsement for the large-scale production of LD and HD Hexaboards, paving the way
for their integration into the HGCAL detector.
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Contributions to Test Systems: This thesis also contributed to the development of test systems for
the characterization of Hexaboards and silicon modules. A key achievement was the design of the Trophy
Board, a versatile platform supporting both LD and HD Hexaboards. Multiple variants of the Trophy
Board are now widely employed at CERN and HGCAL Module Assembly Centers globally, facilitating
efficient communication between Hexaboards and the Hexacontroller, a Zynq FPGA-based system. These
boards integrate ADCs and level shifters to process analog status signals, ensuring compatibility and
streamlined testing workflows.

Contribution to laser system development:
In parallel to Hexaboard prototyping and performance evaluations, the development of the laser-based

test system for silicon module characterisation forms a cornerstone of this thesis. Designed to meet the
stringent performance requirements of the HGCAL under the challenging operational conditions of the
HL-LHC, this system plays a pivotal role in advancing module calibration and timing studies.

The system integrates a 1064 nm pulsed laser, an optical attenuator, and motorised XYZ stages, en-
abling precise charge injection and scanning across silicon module cells. Key components, including
the waveform generator, hexacontroller, and laser driver, are synchronised by a 10 MHz laboratory clock
source, ensuring precise timing alignment and stable operation for high-resolution measurements.

Comprehensive timing and charge characterization demonstrated the system’s ability to achieve a
noise term of approximately 10 ns and a constant term of 27 ps, compared to the TDR goals of 5 ns and
20 ps, respectively. Timing resolution studies across temperature variations (-20 ◦C, 0 ◦C, and 20 ◦C)
revealed negligible dependence on temperature, validating the robustness of the system. However, it was
observed that charge generation by photons in silicon exhibits temperature sensitivity, attributed to the
temperature-dependent band gap variation, impacting charge collection efficiency and signal amplitude.

The deviation from TDR parameters is attributed to the following factors:

• Non-Gaussian Signal Behavior: At lower signal amplitudes, non-Gaussian timing distributions,
influenced by electronic noise, broadened the measured data and increased the noise term.

• Clock Jitter and Systemic Noise: Jitter introduced by the HGCROC’s Phase-Locked Loop (PLL),
ranging from 15 ps to 27 ps, along with impedance mismatches and electronic noise, further im-
pacted timing precision.

• Real-World Testing Conditions: Unlike idealized TDR simulations and ASIC designer tests, the
experimental setup introduced environmental noise and operational variability inherent to silicon
module testing.

Despite these challenges, the laser system successfully facilitated critical studies, including time-
walk effects, charge injection profiles, and temperature dependencies, providing key insights into silicon
module performance.

The final phase of this study incorporated the measured timing parameters into HGCAL physics
simulations to assess their impact on the reconstruction of neutral hadrons (K0

L) and photons (γ), which
rely exclusively on calorimetric measurements. Single-particle gun events with energies up to 120 GeV
were simulated at pseudorapidity η = 2, focusing on the influence of TOA resolution on shower efficiency
and pileup mitigation. The results demonstrated that timing resolution plays a critical role in neutral
hadron reconstruction efficiency. Specifically, the efficiency threshold for K0

L increased from 10.95 GeV
(TDR baseline) to 13.03 GeV when utilising timing parameters from Channel 158 (A = 10 ns, C = 30 ps),
indicating reduced detection efficiency for low-energy hadronic showers. This reduction has implications
for jet energy measurements and pileup suppression strategies.

In contrast, photon reconstruction remained stable across all timing conditions, reflecting the inher-
ently consistent nature of electromagnetic showers in the ECAL. The broader fluctuations in hadronic in-
teractions within the HCAL resulted in greater sensitivity of neutral hadrons to timing resolution degrada-
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tion. However, given that neutral hadrons constitute approximately 10-15% of total shower constituents,
the overall impact on HGCAL physics performance remains marginal.

With the successful validation of silicon module performance in beam tests and the completion of pre-
cision timing characterisation, the production of readout boards has now progressed to an advanced phase.
The majority of units have undergone initial testing, marking a significant milestone in the integration of
HGCAL electronics. These developments ensure the system’s readiness for large-scale deployment in the
forthcoming experimental phase, aligning with the planned timeline for HL-LHC operations.

Future Directions
This Ph.D. research contributes significantly to the ongoing efforts to prepare the HGCAL for the HL-

LHC era. The insights gained from the design optimisation, beam test characterisation, and laser-based
timing studies will serve as a foundation for further advancements in detector technology. Key areas for
future exploration include:

1. Large-Scale Production and Deployment: Scaling the optimised Hexaboard designs for mass pro-
duction and integration into the HGCAL system.

2. Advanced Calibration Techniques: Developing refined calibration algorithms to enhance the accu-
racy of timing measurements and mitigate systematic uncertainties.

3. Integration with Full Detector Systems: Extending the testing and characterisation to multi-module
setups, simulating full detector operation.

4. Using differential laser to measure the timing resolutio n of one channel with respect to the second
pulse to avoid a common mode effect
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