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Abstract

This thesis sets out to test the current understanding of the pair production of the top quark
standard model. To do so, it first introduces the theoretical knowledge behind the standard
model and the production of the top quark, before discussing how the top quark is modelled
in simulation. Next, the large and complex machinery required to produce and detect high-
energy collisions is described and the algorithm used to reconstruct particles from the deposits.
These particles are used to perform measurements of the differential tt production cross sections.
These are presented in the single-lepton (e or i) decay channel, as a function of several kinematic
event variables. These kinematic event variables do not require the reconstruction of the tt
system and are Nies, Hr, St, p2, pW¥, p% and |n*|. The measurements are performed with
proton-proton collision data collected by the CMS experiment at the LHC during 2016, with
an integrated luminosity of 35.9 fb™!. The tt yield in each decay channel is calculated by
subtracting the single top quark, V + jets and multijet QCD backgrounds from the total data
yield. The tt yields are then extrapolated, using a tt model, with respect to the stable particles
that form depositions detectable by CMS to a common phase space in order to be able to
consistently combine the two channels. The data are also naturally smeared by the resolution
of the detector and contain effects due to the detector efficiency and acceptance. The method
to undo the thumbprint of the detector and to perform the extrapolation is discussed in detail.
From the combined, unsmeared tt yields, both the normalised and absolute differential cross
sections are calculated together with the statistical and systematic uncertainties. The cross
section measurements are compared to state-of-the-art leading order and next-to-leading order
tt simulations by means of a goodness-of-fit test, incorporating the total covariance matrix
describing the correlations of the uncertainties between bins of the measurement. Finally, brief
studies into the possible future of these differential cross sections measurements is discussed.
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CHAPTER 1

Introduction

Since time immemorial, the people of our world have tried to answer the most fundamental
questions we can ask. What is consciousness? Why do we dream? Are we alone in the Universe?
How did life begin? How did the Universe begin? What is the Universe made of and how does
it work? These are not easy questions. In truth, we can not definitively answer any of them.
This does not, or ever will, dampen our spirits in the quest to answer them.

The standard model (SM) of particle physics [3-7] is our best attempt to describe our
Universe on the smallest scale and how it evolves. It is an extremely successful, well tested
model that describes the existence and behaviours of all the observed particles which form the
constituents of the visible Universe. Indeed, it predicts accurately how particles interact at
energy scales over many orders of magnitude; from simple magnetic compasses and powerful
lasers to the high energy collisions experienced at current particle colliders.

It is, nevertheless, incomplete. It fails to include the simple action of an apple dropping in
a gravitational field, it fails to describe more than the visible matter in the universe, a total of
approximately 4% of its energy content, and it fails to describe why the matter that we do see is
so much more prevalent than antimatter. These failures are seen as opportunities by physicists,
however, searching for new particles and new interactions that can be used to describe Nature.

Perhaps one of the most exciting areas of the the SM to look at in detail is that related
to the top quark. The top quark is the most massive, elementary (contains no substructure)
particle of the SM and will decay without forming a hadron, and, as such, it allows us to
study its bare quark properties through its decay products. Its large mass also means that
the top quark is sensitive to many types of new physics, either by direct production, through
its decay, or from interference produced by particles produced at higher energy scales. Aside
from searching for new physics, the top quark appears in, and can be a major background to,
many rare SM processes. Observing these processes will further test the SM. Many of the
possible new physics processes will have a direct effect on the top quark pair (tt) production
cross section.

For these reasons and more, it is vital to know the tt production cross section to the highest
degree of precision possible, not only for the inclusive (total) cross section, but as a function of
variables allowing for studies into the shapes of the differential distributions. These differential
measurements produce valuable information on how well the tt system is modelled and, if
measured precisely enough, possible hints of new physics.



To obtain precision measurements, there needs to be a wealth of well-reconstructed tt data
available. The Large Hadron Collider (LHC) is able to provide this data. It collides protons
at an energy high enough for tt pairs to be produced easily and at an intensity high enough
that they are produced frequently (=~ 30 M tt pairs produced during 2016). The Compact
Muon Solenoid (CMS) experiment [8] provides exceptional resolution in both tracking and
calorimetry, leading to excellent reconstruction of collisions and the production of a set of
collision data eminently suitable for precise tt studies.

This thesis sets out to measure the differential cross sections of tt production with respect
to several kinematic event variables. Event variables are special in that they do not require the
full reconstruction of the full tt system, instead looking at the collision as a whole. This means
that the measurements presented in this thesis as a function of the event variables are sensitive
to not just the hard interaction producing the tt pair, but also the soft processes underneath,
making them very suitable in the validation of event generation and modelling. Many of the
event variables (missing momenta and jet activity) are also used as the variable of choice when
searching for physics beyond the SM (BSM), for example in supersymmetry (SUSY). Precise
measurements of the cross sections for one of the largest backgrounds in these searches, with
respect to their search variables will be very useful. The event variables can also be designed as
a proxy for the top quark, without having to reconstruct it, providing additional information
on it.

The measurements are performed using collision data, collected by the CMS experiment in
2016, with a single lepton (either electron or muon) in the final state. This is because of the
large branching ratio for tt decaying into this final state and relatively small contributions of
the background processes mimicking this final state. In order to combine the electron and muon
channel consistently, the measurements are presented in a common phase space, similar to that
accessible by the CMS experiment, and with respect to stable particles that can be detected.
This is done through the process of unfolding, which also takes into account the efficiency,
acceptance and resolution effects of the detector at the same time. The unfolding removes the
thumbprint of the CMS detector from the measurements, meaning they can be easily compared
to other tt production models without having to go through the time-expensive step of detector
modelling and also to results from other experiments.

Both absolute and normalised differential cross sections are calculated as a function of
the event variables. By measuring the absolute differential cross sections a maximal amount of
information is provided on the cross sections and their associated uncertainties. By normalising
the differential cross sections with respect to the total cross section in the visible phase space,
some uncertainties which are highly correlated between bins of the measurement can be reduced
significantly. This allows for precise studies on the shape of the distributions.

It is widely expected for these measurements to be used in the tuning of future tt generators.
In addition, these measurements can be used for constraints on the PDF of the proton, as an
accurate background estimate for BSM or rare SM searches and as an input to phenomenology
studies.

It is worth noting that natural units are used in this thesis where ¢ = A = 1, meaning that
mass, momentum and energy are all measured using eV. A summary of the content presented
in this thesis is outlined here:

e Ch. 2 - A brief summary of the SM, its shortcomings and top quark physics.
e Ch. 3 - A discussion on the LHC, the CMS experiment and the data collection performed.

e Ch. 4 - How interactions are modelled in simulation and a description of the simulated
datasets used in this thesis.



Ch. 5 - The events have been collected in data and modelled in simulation and now they
must be reconstructed into usable analysis objects.

Ch. 6 - The event selection is defined and the reconstructed tt yields calculated.

Ch. 7 - The detector effects are removed, decay channels combined and differential cross
sections defined.

Ch. 8 - The statistical and theoretical uncertainties on the differential cross sections are
investigated.

Ch. 9 - The normalised and differential cross sections are presented.

Ch. 10 - The possibilities to extend the differential cross section measurements.






CHAPTER 2

Theoretical overview

The SM is an elegant attempt to describe the fundamental nature of the Universe. At the heart
of the model are the base constituents of matter, the elementary particles, and the interactions
between them, the forces. The SM describes the current experimental measurements well across
a large range of energy scales. It manages to describe forces that we can see in the macroscopic
world to those binding together the constituents of protons. The SM is an incomplete model,
however. It does not, for example, describe the gravitational interactions between particles, nor
does it fully explain the matter-antimatter imbalance seen in the Universe. Previous discrepan-
cies in the SM have lead to predictions and discoveries in Nature, such as the existence of three
generations of quarks due to CP-violation, first observed in neutral kaon decays [9]. In this
way, the SM has evolved over the half-century since it was first postulated, to incorporate new
experimental evidence to become a more complete description of nature and it will continue to
do so for many years to come. This chapter will discuss the particles which make up the SM
and how they interact with each other. Some drawbacks of the SM will then be highlighted,
before moving on to the physics of top quarks and their cross sections.

2.1 The components of the standard model

The SM contains twelve types of fermions, split into leptons (¢) and quarks (q), whose interac-
tions are mediated by four types of gauge boson. The set of leptons exists in three generations:
electrons, muons and taus, together with their associated neutrinos: (v, €), (v, ) and ( vy, 7).
The set of quarks (q) also exist in three generations: up and down (u, d), charm and strange (c,
s) and top and bottom (t, b). For each fermion (f) that exists there is an antifermion (f), with
identical quantum properties except conjugated charges. All fermions are spin !/2 particles.
The properties of the fermionic particles are shown in Tab. 1, as listed by the Particle Data
Group (PDG) in 2016 [10].

Particles in the SM can interact via the electromagnetic (EM), weak and strong forces. In
particle physics, these forces are described by quantum field theories, in which the interactions
between fermions are mediated by the exchange of a virtual boson. The EM force is mediated
by the photon (v), the weak force by the massive W* and Z bosons and the strong force by a
set of eight gluons (g). These gauge bosons are all integer spin particles.



Table 1: The fermionic, half-integer spin, particles of the SM and their properties. They are
split into three generations of leptons and quarks.

| Leptons | Quarks
Generation | Particle Mass (MeV) Charge (e) | Particle Mass (MeV) Charge (e)

1 L v <2x10°° 0 L u 2.2 2/3
| e 0.511 -1 | d 4.7 —1/3

2 \ Vy < 0.19 0 \ c 1270 2/3
" 105.7 1 s 96 1/

3 L <18.2 0 Lt 173200 2/3
7 1777 1 b 4180 —1/3

Table 2: The bosonic, integer spin, particles of the SM and their properties. The force mediators
are spin 1 and the H boson spin 0.

Force Mediator , Particle Mass (GeV) Charge (e)

EM L 0 0
Weak ! W 80.385 +1

: 7 91.188 0

Strong | g 0 0

— ‘ H 125.09 0

The last particle of the current SM is the spin 0 Brout-Englert-Higgs (BEH) boson (H),
which is an excitation of the BEH field. The interaction with the BEH field, via the BEH
mechanism, is responsible for imparting mass to the fundamental particles [11-13]. The prop-
erties of the bosons are shown in Tab. 2 [10].

While the SM is able to describe three of the four fundamental forces between particles, it is
not a complete model. It is unable to reconcile gravity with the other forces at a fundamental
particle level. This is one of the discrepancies seen between the SM and nature, and must be
one of the future evolutions of the SM. Other problems include the baryon asymmetry seen in
the Universe, the requirement for dark matter and the hierarchy problem. These are discussed
in Sec. 2.6.

2.2 Representing particles and their interactions

Describing the dynamics of particles and their interactions with other particles through the
excitations of relativistic quantum fields is not trivial. In 1948, Richard Feynman developed a
powerful, diagrammatic tool [14,15], to help with the computation of these interactions. This
diagrammatic tool is now commonly called the Feynman diagram. All Feynman diagrams in
this thesis are created using the feyntikz package [16]. A complete Feynman diagram showing a
complex example of top quark-antiquark (tt) production and decay is shown in Fig. 1. For all
Feynman diagrams shown in this thesis, time increases from the left-hand side to the right, such
that all the initial state particles are represented on the left and final state particles towards
the right. Each arrowed line in the Feynman diagram represents a fermionic particle of the SM,
each sinusoidal line represents an electroweak mediator particle (W*, Z, «) and each coiled line
a gluon. Anti-fermions are represented as fermions moving backwards in time. Free fermions
and antifermions are described by the Dirac equation, which can be obtained by substituting
the Lagrangian density for a Dirac field into the Euler-Lagrange equation [17]. The Lagrangian
density for free fermions is given by:

Liree(T) = ﬁ(:p)(iv“@u —m)¥(x), (2.1)



FSR

Figure 1: A Feynman diagram showing the tt pair production at the LHC by quark-antiquark
annihilation and decay into the single lepton final state. Also shown are radiative processes
in both the initial (ISR) and final state (FSR). Within the proton, there are also many inter-
actions occuring, such that the colliding partons in the initial state are described by a parton
distribution function.

where W(z) is the fermionic field depending on space-time, v* are the gamma matrices, 0, is the
partial derivative and m the fermion mass. The laws of physics are invariant under transforma-
tion, e.g. they are the same at every point in space. Applying a global phase transformation,

U(z) = V'(2) = "™V (z), (2.2)

which is a global U(1) symmetry, to Lgee leaves Lgee unchanged. By Noether’s theorem [18]

there must be a conserved current and charge, associated to a global symmetry, which can in

this case be identified as the EM current and electric charge. When a local phase transformation

is applied however,

U(z) — V(x) = X@DP(2), (2.3)

where the phase ¢y (z) depends on space-time, the Lagrangian is no longer invariant, but
contains the additional term:

L) = Liwel) — qW ()70, (x(2)) ¥ (). (2.4)

In order to maintain local invariance, L. needs to be modified to produce a contribution
that exactly cancels the additional term gained from the transformation. A new gauge vector
field, A,, and coupling constant, g, is introduced into the Lagrangian density, via the covariant
derivative

D, =0,+igA,. (2.5)
This gauge field, the photon field, interacts with the fermion field, ¥, cancelling the additional
term and maintaining gauge invariance, provided the photon field is massless. The combination
of the free fermionic fields, photon fields and the EM interaction term is known as Quantum
Electrodynamics (QED), with the full Lagrangian density given as:

_ 1 _
Lqep = Y (iy"0, —m)¥ — ZFWF“” + gU~'UA,, (2.6)
where F* is the EM field strength tensor with the term describing free photons,

Fo = 0,F, — 8,F,. (2.7)
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2.3 The strength of the QED interaction

The strength of the QED interaction can be experimentally measured, however the value ob-
tained is not the same as the bare coupling constant seen in Feynman diagrams.It is the effective
strength of the interaction, including all contributions from relevant higher-order QED correc-
tions, for example including those seen in Fig. 2. The higher-order corrections introduce loops
into the Feynman diagram, with each loop introducing an integral over the four-momenta of
all particles present in that loop. The loops lead to divergent corrections and infinities being
present.

The diagrams in the lower panels of Fig. 2 represent corrections to the electron four-vector
current and exactly cancel to all orders of perturbation theory. This leaves only the corrections
to the photon propagator which can be folded into the definition of the coupling constant,
giving the coupling constant, g(u?), a dependence on the energy scale it is measured at, pu.
This dependence on energy is known as the running of the coupling. The strength of the EM
coupling constant increases with the energy scale due the screening of the electric charge by the
additional lepton-antilepton pairs. The energy scale at which g(u?) is evaluated at is known as
the renormalisation scale.

Figure 2: A Feynman diagram showing a QED vertex. The left panel shows a simple lepton-
antilepton pair production, however as the energy scale increases virtual particles contribute to
the interaction vertex, leading to the running of the coupling constant.

2.4 Quantum chromodynamics

The quantum field theory for the strong interaction, Quantum Chromodynamics (QCD), is
similar in many ways to that of QED. The strong interactions in the tt system are highlighted in
red on Fig. 3. It is described by an SU(3) symmetry group, with three orthogonal states known
as colour charges (r, g,b). To maintain invariance under the local SU(3) gauge transformation

U(z) — @y (z), (2.8)

eight new gauge fields, G, must be introduced in a similar manner to QED. These fields come
from the eight generators of the SU(3) symmetry group t%, which can be represented by the

8



Figure 3: A Feynman diagram showing the tt pair production and decay. An example QCD
interaction is shown in bold red. Other QCD interactions are shown in light red.

Gell-Mann matrices as t* = —%)\a. The \* matrices are traceless and Hermitian forming the

basis of the SU(3) Lie algebra.
As with QED, the extra fields are folded into the covariant derivative, this time with the
strong coupling constant, g,

Aa
Dy = 0 +ig. G (2.9)

Thus, the strong force is mediated by eight massless gauge bosons (gluons), however, in contrast
to QED, these gluons carry a colour charge brought about by the non-commutation of the SU(3)
group generators, leading to gluon-gluon self-interactions. The full QCD Lagrangian density is
given as

s . 1 vV Ya
Lacp = Wil[1y" Dylij — mdi)¥; — 1 GL" G, (2.10)
where the gluon field strength tensor
G, = 0,G, — 0.G), + gsf“bCGZGf,, (2.11)

is analogous to the EM field strength tensor with the SU(3) fine structure constants, fe¢,
introduced by the gluon-gluon self-interaction.

2.4.1 Running of the strong coupling and hadronisation

Renormalisation in QCD is treated similarly as in QED, except that there are additional loop
diagrams introduced because of the self-interaction of gluons. The corrections due to gluon
loops are of the opposite sign as those introduced from the fermion loops. This means that
the strong coupling constant runs in the opposite direction as the QED coupling constant, i.e.
at higher energies g5 (or ag = 93/4r) tends to 0. This is known as asymptotic freedom and is
shown in Fig. 4.

As can be seen, ag varies considerably over the large range of energies present in particle
physics. At higher energy scales, for example at 1 = 100 GeV, ag is sufficiently small for
perturbation theory to be valid. This means that in collider experiments, the quarks inside the
proton can be considered to be quasi-free particles, instead of being strongly bound. It is not
sufficiently small enough, however, that higher order corrections can be ignored. This means
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Figure 4: The running of the strong coupling constant. At higher energy scales ag tends to 0.
Figure taken from [19].

any QCD calculation is always carried out beyond leading order, which is extremely difficult
and involves many Feynman diagrams.

At an energy scale u ~ 1 GeV, ag is of order unity and perturbation theory breaks down.
This energy scale is often referred to as Aqcp. The colour confinement hypothesis states that
particles with colour charge cannot propagate as a free particle, and so, at below Aqcp, they
exist in bound, composite, colourless states, known as baryons (qqq) and mesons (qq).

The processes of fragmentation and hadronisation describe how the final state quarks and
gluons, as seen in Fig. 1, end up as baryons and mesons. Fragmentation is where the particles are
initially travelling away from each other at high velocities, and as they separate the colour field
between them stretches. As the colour field stretches, the energy stored within it increases until
it is favourable to produce a new qq pair, breaking the colour field into two. This continues until
all the quarks have sufficiently low energy, < Aqcp, to form colourless hadrons (hadronisation).
The hadronisation process occurs within a time scale of Ty,q >~ /Aqgep =~ 3 X 10%* s and forms a
spray of hadrons in the direction of the initiator quark or gluon and is known in experimental
terms as a jet. If an interaction occurs from particles within a hadron, for example in proton-
proton collisions, then the hadron ceases to be a colourless state, and the remnants hadronise
forming more sprays of particles. These particles are known as the underlying event. The
modelling of the fragmentation and hadronisation processes will be discussed in more detail in
Sec. 4.4.

2.5 The weak interaction and electroweak unification

The weak interaction differs from QED and QCD in that it is possible to violate parity conser-
vation and to change the flavour of a quark. Example weak interactions in the tt system are
highlighted in blue on Fig. 5. The weak interaction is described by an SU(2) symmetry group,
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with the conserved charge being the weak isospin, T'. The third component of weak isospin T3,
is also conserved. Parity violation is seen in the weak interaction as only left-handed particles
and right-handed antiparticles have been observed to interact via the weak force. At higher

Py

- ]7/

Figure 5: A Feynman diagram showing the tt pair production and decay. An example weak
interaction is shown in bold blue. Other weak interactions are shown in light blue.

energies, the electromagnetic and weak interactions unify into the electroweak (EWK) interac-
tion. This combination results in a SU(2);, ® U(1)y symmetry group, with three gauge fields,
Wﬁ, introduced by the SU(2);, generators %O‘i (the Pauli spin matrices), and one gauge field,
B,,, from the U(1)y generator (weak hypercharge Yy = 2(q — T3)). The EWK gauge bosons

are formed from the superpositions of these fields and are formed as:

1

W, ﬂ(W,} TFiW2), (2.12)
Zy = W, cos Oy — By sin Oy, (2.13)

and
A, = W;’ sin Oy + B, cos Oy, (2.14)

where 0y is the weak mixing angle [3], defined by the ratio of the two electroweak coupling
constants (weak isospin, ¢’, and weak hypercharge, gy )

/

tan(fy) = 2. (2.15)

aw

The full EWK covariant derivative and Lagrangian density are given by

. O rri . YW
Du :a#—i-ZgWEWN—i—Zg/TBM, (216)

and . ]
‘CEWK = \IJZ’}/HDM\D - ZBMVB;U/ - ZWiMVW;iV’ (217)

respectively. If this is assumed to be an accurate representation of the EWK interaction, it
requires that gauge bosons and fermions are massless in order to preserve the gauge symmetry.
As it is experimentally proven that fermions and the W and Z bosons have mass, a solution is
needed. The problem is solved through a process called electroweak symmetry breaking.
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2.5.1 Electroweak symmetry breaking

Electroweak symmetry breaking solves the mass problem by keeping the particles massless but
introducing a new complex scalar field doublet and potential into the Lagrangian density.

i
- ()- ()

1 1

Lu = (Do)} (D"6) = 512616 — A6 6) (219
This potential introduces an infinite set of degenerate non-zero ground states of ¢. The vacuum
expectation value, v, is the magnitude of an arbitrary ground state. It is non-zero if p? is

negative and the value inferred from measurements is:

112

V=T 246 GeV. (2.20)
The choice of v, conventionally along the neutral, real component of ¢, spontaneously breaks
the symmetry of the Lagrangian [10]. The neutral component is chosen because the charged
component of ¢ must be set to zero such that the addition of a vacuum expectation value will

not break the conservation of electric charge. By taking this choice, ¢ can be rewritten as a
perturbation around this point

¢ = % (v 4 21(93)) ’ (221)

where H(z) is the massive BEH scalar field with

my = vV2A. (2.22)

The other three degrees of freedom from the initial scalar field doublet form the three massive
weak bosons, via the BEH mechanism [11-13] such that:

vgw v/ Gy + 97 (2.23)

TwE Ty EE Ty

Fermions may also be permitted mass via the Higgs mechanism, by introducing additional
terms to the Lagrangian density of the form

Ly =g,(VoVg+ Upo'Wp), (2.24)

where g, (Yukawa coupling) is the coupling strength of the respective fermion to the BEH field.
The Yukawa coupling strength is different for each fermion. This leads to fermion masses which
are linearly proportional to and only dependent on g, given by

_vgy

V2

2.5.2 The Cabbibo-Kobayashi-Maskawa mixing matrix

The weak interaction of quarks is described by the Cabbibo-Kobayashi-Maskawa (CKM) mixing
matrix [20,21]|. It postulated the existence of a third family of quarks (t, b) to explain the
observed CP violation in kaon decays [21]. It relates the weak, flavour eigenstates to the mass
eigenstates by

my (2.25)

d/ ‘/ud Vus %b d
s = ‘/cd V;S V;b S . (2 . 26)
b’ Via Vis Vin/ \b
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The relative strength of the weak interaction involving a flavour transition from j — ¢ is given
by the associated CKM matrix element, V;;. In the SM the CKM matrix is unitary (VIV = TI)
so that each row behaves as [Via|*+|Vas|? +|Vap|* = 1. The current experimental measurements
of the elements of the CKM matrix, given in the PDG in 2016 [10], are

Vaal Vsl [V 0.974 0.225 0.004
Veal  [Vis| [Van| | = [0.225 0.973 0.041 | . (2.27)
Vial - [Vis|  [Vab| 0.009 0.040 0.999

The relative strength of the off-diagonal CKM elements means that flavour transitions between
different generations of quarks are suppressed. There is a large complex phase that is present
in the Vi, (= 70%) and Viq (= 20%) matrix elements, which allows for charge-parity (CP)
violation in the SM.

2.6 The shortcomings of the SM

The full SM combines the QCD and EWK field theories into the combined symmetry group
SU(3). ® SU(2);, ® U(1)y. This has the effect of making the full covariant derivative
o)

A , N
D,=0,+ igS?Ga + ZQWEWZL + zg’TWB#, (2.28)

and the full Lagrangian density the sum of all individual components
Lsm = Laocp + Lewk + Lu + Ly (2.29)

It includes terms for free fermions and gauge bosons and the interactions between them, in
addition to mass terms arising from the introduction of the BEH field and a non-zero v. It
is the most complete model we have of our Universe, describing fundamental matter and its
interactions to an unprecedented degree of precision, however as mentioned earlier, it is far
from a complete description.

2.6.1 Gravity

Perhaps the largest omission from the SM is the fundamental force of gravity, which all massive
particles experience. In order to include a description of gravity in the SM, a unification
with the theory of general relativity at the quantum scale is needed. The formulation of this
unification at present is unknown, however one popular way to do this is with string theory [22].
Unfortunately, the effect of gravity is completely negligible at the current accessible energy
scales and as such it is not experimentally feasible to directly test any unification theory.

2.6.2 Massive neutrinos

The SM assumes that all neutrinos are massless. Experiments such as SNO, which measured
a third of the number of v, expected from production in the Sun [23], or Super-Kamiokande,
which measured half of the number of upward atmospheric v, as downward ones [24], proved
that neutrinos oscillated in flavour. This oscillation can be explained by the neutrinos having
a mass, such that the weak flavour eigenstates of the neutrinos are linear superpositions of the
mass eigenstates, in contradiction to the SM.
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2.6.3 Dark matter

Other issues with the SM originate from cosmological observations. Firstly, the lack of enough
mass in galaxies to explain the rotation curves of luminous matter, provides evidence for a type
of additional matter which must be massive and electromagnetically inert [25]. This matter
is known as dark matter and is predicted to contribute around 80% to the matter content
of the Universe. There are other cosmological indicators for dark matter including galaxy
clusters [26] and the cosmic microwave background [27]. While the current SM does provide a
set of particles which behave in this way, the neutrinos, there are not enough to account for all
of the missing matter and they are too ‘hot’, i.e. their highly relativistic velocity is unable to
explain observations.

The second issue is that the observation of the accelerating expansion of the Universe implies
that there is a unknown, repulsive force present in the Universe [28]. This force is known as
dark energy and accounts for 70% of the mass-energy content of the Universe. The SM has no
mechanism for describing dark energy.

2.6.4 Baryon asymmetry

Another striking problem in the SM is the matter-antimatter imbalance seen in the Universe.
The Universe is predominantly matter-based, however the SM predicts that matter and anti-
matter are produced in equal quantities. Somehow, the antimatter present at the beginning
of the Universe has been transformed or destroyed and therefore a process is required which
favours matter over antimatter [29]. The SM does provide an explanation for some of this
transformation in the lepton sector, from the CP-violating, complex phases of the CKM mix-
ing matrix. The CKM matrix does not generate enough CP-violation to explain the observed
matter-antimatter imbalance. It is unknown how much CP-violation is present in the neutrino
mixing matrix and therefore it could provide an explanation for the baryon asymmetry.

2.6.5 Hierarchy problem

The mass of the H boson depends on quantum loop corrections in the H boson propagator.
These loops originate from any massive particle of the SM. The more massive the particle in
the loop, the larger the effect on the H boson mass. The mass can be factorised into its bare
mass and quantum loop corrections as a function of the energy scale of the interaction, u.

mI%I = m%{,bare + O(ILLQ) (230)

At the EWK scale (= 100 GeV), these quantum loop corrections are comparable to the size
of the bare mass, however as the energy scale approaches the Planck scale (10 GeV), the point
at which the SM is no longer valid, the corrections diverge. The very large divergences must be
cancelled to keep the observed H boson mass at 125 GeV. This requires a significant amount
of fine-tuning in the SM. One way this unnatural amount of fine-tuning can be alleviated, is to
introduce an additional set of particles which, in part, cancel the loop corrections. SUSY is one
example of a theory that creates an additional set of particles by creating a symmetry of spin
in the SM [30]. For every SM particle there exists a massive supersymmetric particle, differing
by a half unit of spin, which can be present in quantum loop corrections to the H boson mass
at higher energy scales, cancelling contributions from the SM particles.

2.7 Top quark physics

The discovery of the top quark was announced in 1995 from a combination of the results from
both the CDF (Collider Detector at Fermilab) and DO (located in the region DO of the Tevatron)
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experiments [31,32]. It is the most massive, elementary particle in the SM to date. The decay
width of the top quark (I'y = 1.35 GeV) is proportional to its pole mass (I'y oc 1/m3) [10]. The
lifetime of the top quark is the inverse of its decay width, 7, = 1/r,, which results in a very short
lifetime at ~ 5 x 10% s [10]. In fact, it is shorter than the typical time it takes for a quark
to hadronise, T.q =~ 3 x 102! s [17], so that it is possible to study the bare quark properties
through its decay products.

Now, at the LHC, more top quarks are being produced in proton-proton collisions than
ever before. This comes from both an increase in the luminosity and in the centre-of-mass
energy, \/s = /p* + pB, where p* and pP are the four-momenta of the colliding protons.
The LHC and the CMS experiment will be discussed in detail in Ch. 3. The abundance of
top quark data is leading to a vast array of measurements being performed, such as precision
measurements of the SM, searches for rare SM processes and searches for possible new physics
present in the production, decay and couplings of top quarks. Not only is top quark physics
important in direct searches for new physics, it is often the process which forms the largest
background in other searches for BSM particles. Therefore, it is crucial to know the production
cross section of the top quark as precisely as possible. The precise top quark production cross
section measurements can also be used to directly probe the Vj, element of the CKM matrix
(Vi > Vis > Vi), to set constraints on the gluon and quark parton distribution functions
(PDFs) of the proton, and to measure the top quark Yukawa coupling strength.

2.7.1 Top quark production at the LHC

Protons are made up of three valence quarks (uud), confined by gluons. At higher energies,
the gluon multiplicity increases, as well as the number of pair-produced qq pairs, known as sea
quarks. This means that it is much more probable that an interaction will occur from collisions
between gluons or non-valence quarks. Top quark production at the LHC at /s = 13 TeV
proceeds primarily via tt pair-production, where ~ 90% is from gluon-gluon fusion and the
further ~ 10% from quark-antiquark annihilation. The quark-antiquark production mode has
already been shown in Fig. 1, but is repeated, at leading order (LO) in perturbation theory, on
the left panel of Fig. 6 and compared to the similar Feynman diagram for gluon-gluon fusion
production mode on the right panel. The top quark can also be produced singly via the s- and

q>wum&mw<t gwt
q t 9 t

Figure 6: Leading order Feynman diagrams for the pair production of top quarks. The left
panel shows pair production by qq annihilation and the right panel by gg fusion.

t- channels and in association with a W boson, as shown at LO in Fig. 7. The production cross
section for single top quarks is smaller than that for tt production because it is produced only
through the weak interaction. It is also smaller due to the composition of the initial states
required. Higher top multiplicity final states are also available in the SM but with a much
smaller production cross section [33].

The production cross section for the interaction, o, ., is predicted by the convolution of
the partonic cross section, &z, and the PDFs of the incident protons, f(z, %), summed over all
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Figure 7: Leading order Feynman diagrams for the production of single top quarks. The left
panel shows single top quark production via the s-channel, the central panel by the t-channel
and the right panel in association with a W boson.

possible parton flavours,
1 1
D Sl N[N e [ T T (231)
PTRAL 0

The energy scale at which o0, 7 is valid is known as the factorisation scale.

The PDF is defined as the number density of a parton carrying a fraction = of the total
momentum of the proton in the longitudinal direction at the energy scale being probed, pu.
The PDFs are measured from global fits to many different data measurements and sources,
such as measurements of deep inelastic scattering, Drell-Yan production, tt production and
inclusive jet production, from many experiments at colliders such as the Hadron-Electron Ring
Accelerator (HERA) and the LHC. The PDF is calculated at some arbitrary u? = p2, which
is taken as 1 GeV by the NNPDF collaboration in the NNPDF3.1 PDF set [34]. This is then
evolved through the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [35-37] to
higher energy scales. The x f(z, u?) distributions for the NNPDF3.1 PDF set at p? = 10 GeV?
and p? = 10* GeV? are displayed in Fig. 8. When moving from low to high p? values, it is
clearly seen that a greater fraction of the momentum of the proton is carried by an increasing
number of non-valence partons, primarily by gluons.

The partonic cross section of a process depends on a quantity known as the matrix-element,
M,

6 o< | M2, (2.32)

which can be calculated directly from the Feynman diagrams. By increasing the order of per-
turbation theory, i.e. by adding additional partons to each diagram, makes the matrix-element
calculation much more complicated but gives greatly increased accuracy. The additional partons
can come in the form of virtual loops, which have been previously discussed and result in the
running of the couplings, and additional, real parton emissions, such as those at next-to-leading
order (NLO), shown in Fig. 9.

The prediction of the inclusive tt cross section from proton-proton collisions is shown
in Fig. 10, together with current experimental measurements. The prediction from proton-
antiproton collisions is also shown. The cross sections converge at higher energies due to the
increase in collisions between non-valence partons, the distribution of which is identical in
protons and antiprotons. At /s = 13 TeV, the inclusive tt production cross section was cal-
culated to be 831.87595(scale) & 35.1(PDF + ag) pb [38]. This tt cross section is calculated to
next-to-next-to-leading-order (NNLO) accuracy in perturbative QCD, including resummation
of next-to-next-to-leading-logarithmic soft-gluon terms with TopP++ (v2.0) [39-45].
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Figure 8: The parton distribution function of the proton scaled by the fraction of momentum
carried by the parton, z f(z, u?) with respect to the fraction of momentum carried by the parton.
The left panel shows the distributions with respect to a lower energy scale and the right panel
with respect to a higher energy scale. Figure taken from [34].
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Figure 9: A set of Feynman diagrams showing real NLO processes. These are represented by
the emission of real additional partons that can be seen in the final state.
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Figure 10: The inclusive tt cross section, measured by the ATLAS, CMS experiments and also
at the Tevatron collider, in different decay channels at multiple /s. Also shown is the most
precise theoretical prediction to date. Figure taken from [46].
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2.7.2 Top quark decay

In the SM, the top quark will decay 99.9% [10] of the time to a b quark and W boson. The
W boson then subsequently decays either into a ¢'q pair (hadronic) or a (7, pair (leptonic).
In the case of tt production, this leads to three classes of final states, the first where both
W bosons decay leptonically, the second where both decay hadronically and lastly where one
decays leptonically and the other hadronically. These are known as the dilepton, all-hadronic
and single lepton decay channels respectively. The probability of decaying to a specific final
state (branching ratio) is approximately 10% for the dilepton channel and 45% for the hadronic
and single lepton channels.

Each final state category has merits and drawbacks for use in analyses. The dilepton final
state provides the cleanest experimental signature; however, this comes at the cost of a reduced
branching ratio. It is difficult to fully reconstruct the whole event as both neutrinos contribute
to the missing transverse momentum. The all-hadronic final state, in comparison, has a large
branching ratio, but comes with a large background of QQCD processes. The high jet multiplicity
can also cause problems from the combinatorics when reconstructing the tt system. The final
state does gain in sensitivity when analysed at high collision energies. This is because the decay
products of the top quark collimate into a single jet, the substructure of which can be used
to identify the top quark [47]. Finally the single lepton decay channel has a large branching
ratio, but with much reduced backgrounds with respect to the all-hadronic final state. The
final states in which a tau lepton is produced are often neglected, however, due to the added
complexity of reconstructing the tau particle. More details about the reconstruction of particles
can be found in Ch. 5.

2.7.3 Top quark cross section measurements

Figure. 10 shows, in addition to the theoretical prediction of the inclusive tt production cross
section, the corresponding experimental measurements, from both the CMS and ATLAS at
different /s in all of the channels previously stated. At CMS, the inclusive tt cross section
measurements are performed at 13 TeV [48,49] at 7 and 8 TeV [50-61] and at 5 TeV [62].
Inclusive cross section measurements have been performed, by the CMS experiment, for tt
production in association with a photon [63], vector boson [64] and most recently H boson [65].
The first observation of tt production in proton-lead collisions has been announced in [66].
Other inclusive cross section measurements performed by the ATLAS collaboration at 7, 8 and
13 TeV [67-77]. The Large Hadron Collider b physics experiment (LHCb), has observed the
top quark for the first time in [78]. Earlier measurements of the inclusive cross section have
been performed using 1.96 TeV data from the Tevatron proton-antiproton collider, the most
recent of which is a combination from the D0 and CDF collaborations [79].

Measurements of the tt production cross section with respect to some other variable are
known as differential cross section measurements. Differential cross section measurements are
especially useful for testing theoretical models. Ideally, these models should describe tt produc-
tion with respect to all kinematic variables accurately, including contributions from additional
jets, and should do so for all y/s. In practice this is not the case, with the tt models being tuned
to best describe the kinematic distributions. A tune is a complete set of simulation parameters
describing physics processes within the simulation of the model, which have been adapted to
best describe differential data distributions. Figure. 11 shows the effect of this tuning on a set
of tt models, where the new tune is shown in solid and the old in dashed, when comparing the
cross sections as a function of the magnitude of the transverse momentum of the hadronically
decaying top quark, pr(ty), and the additional jet multiplicity. It is worth noting that a tune
that has been applied to a specific model may end up describing the differential data not as
well when applied to another independent model. Indeed by changing the tune, it may cause
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the same model to describe some kinematic distributions to a worse degree, while improving
other parts of the phase space. The different models behind tt production are explained in
more detail in Ch. 4.

Differential top quark cross section measurements can be presented to particle level where
the kinematic distributions are constructed with respect to stable particles in the detector
(mean lifetime longer than 30 ps). Alternatively, they can be presented to parton level, where
the results are extrapolated with respect to the final state partons or to detector level, where no
extrapolation is performed. Similarly, the results can be presented in a phase space similar to
that accessible by the detector, the visible phase space or extrapolated to the full phase space.
Measurements that are presented to parton level or that are extrapolated to the full phase space
are influenced by large theoretical uncertainties due to that extrapolation and as such this thesis
presents measurements to particle level in the visible phase space. All the differential tt cross
section measurements performed by the CMS experiment are complementary to each other, i.e.
each measurement is performed using a unique combination of decay channels, phase spaces
and final state particles such that there is little to no overlap between measurements. They are
presented at 7 and 8 TeV [81-84] and at 13 TeV [1,85-88|. Similar differential measurements
have been produced by the ATLAS collaboration at these centre-of-mass energies, of which
publications using 7 and 8 TeV data can be found in [89-95] and using 13 TeV data in [96-100].

This thesis looks at differential cross section measurements as a function of kinematic event
variables in the single lepton decay channel (either e-+jets or u+jets) and are presented to
particle level in a visible phase space. The kinematic event variables are variables that do not
require the reconstruction of the complete tt system. The event variables considered are the
jet multiplicity, Njes, the scalar sum of the jet pr, Hr, the scalar sum of the pr of all particles,
St, the magnitudes of the transverse momentum imbalance, p*, the pr of the leptonically
decaying W boson, pW, the pr of the lepton, p%, and the lepton pseudorapidity, |n‘]. These
event variables are defined in Sec. 6.1. By measuring differential cross sections with respect
to these event variables, an additional, complementary, opportunity is gained to increase our
understanding of top quark production. Previous measurements with respect to kinematic
event variables have been performed at 7 and 8 TeV [101] and 13 TeV using a much smaller
data set [1]. The measurements in this thesis are presented in [2].
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Figure 11: Comparison of different tt models with the old CUETP8MI1 tune, represented by
dashed lines, and the new CUETP8M2T4 tune, given by solid lines. The upper panel shows
the comparison for the distribution of the pr of the hadronically decaying top quark and the
lower panel for the additional jets distribution. Figures taken from [80].
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CHAPTER 3

The Large Hadron Collider and the
Compact Muon Solenoid

The LHC is circular collider, situated at the Conseil Européen pour la Recherche Nucléaire
(CERN) on the French-Swiss border. It is built 100 m underground in the tunnels that housed
the Large Electron-Positron collider (LEP) and is currently the largest machine in the world,
with an accelerator ring 27 km in circumference. For most of its operational running it collides
protons with protons, however it is also able accelerate heavier ions and produce collisions
such as proton-lead or lead-lead. There are four main experiments operating at the LHC: two
multipurpose general detectors, CMS and ATLAS; a precision b physics experiment, LHCb; and
finally a detector dedicated to heavy ion physics, A Large Ion Collider Experiment (ALICE).
The full accelerator complex at CERN is shown in Fig. 12. This chapter will provide a brief
history of the LHC, describe how it is operated to produce collisions in the experimental caverns
and the current data-taking environment. The measurements presented in this thesis use data
collected during 2016, and so a description is given of the subdetectors that formed the CMS
experiment in 2016.

3.1 The Large Hadron Collider

3.1.1 A brief history of the LHC and CMS
All dates from the LHC timeline are taken from [103].

e 21st Mar 1984: A workshop was held by CERN and the European Committee for Future
Accelerators (ECFA) titled ‘Large Hadron Collider in the LEP Tunnel’. It was the first
official recognition of the concept of the LHC and discussed topics covering which particles
should be collided and what the inherent challenges would be in the high energy collisions.

e 1st October 1992: The CMS experiment submitted its letter of intent to the LHC Exper-
iments Committee proposing to build a multipurpose detector at the LHC. It marks the
first official use of the name CMS.
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Figure 12: The full CERN complex showing schematically the location of all the experiments

on the ring complex, including the location of the four main experiments at the LHC: CMS,
ATLAS, LHCb and ALICE [102].
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21st October 1993: The United States cancelled its support of the Superconducting Super
Collider (SSC) project leaving the LHC as the sole candidate for a new high energy
collider.

16th Dec 1994: The CERN council publically approves the construction of the LHC.

31st January 1997: The CMS experiment was approved officially as a general-purpose
experiment, designed to explore the fundamental nature of the matter and interactions
that shape the Universe, including searching for the H boson.

10th Jul 1998: Construction work began at the CMS site at Cessy.
1st Feb 2005: The CMS experimental cavern was inaugurated.

26th Apr 2007: The final superconducting magnet of the LHC was lowered into place,
heralding the completion of the accelerator ring.

23rd Jul 2008: The final large detector segment, assembled at ground level, was lowered
into the CMS experimental cavern, completing three years of detector assembly.

10th Sep 2008: The proton beams were first circulated around the collider, heralding a
significant milestone of the LHC project.

19th Sep 2008: A fault occurred in an electrical connection between the superconducting

magnets, leading to a release of helium in the tunnels, causing significant damage to the
LHC.

30th Apr 2009: The final replacement superconducting magnet was lowered into the
tunnels, completing repairs to the LHC.

20th Nov 2009: Proton beams were present in the LHC again, over a year after the
incident.

30th Mar 2010: Run-1 physics data collection began, at /s = 7 TeV, running through
until the 18th October 2011.

5th Apr 2012: A second period of data collection, at /s = 8 TeV, was performed lasting
until the 6th Feb 2013.

4th Jul 2012: The discovery of the H boson was officially announced, after enough data
was collected. With one of the primary mandates of the LHC fulfilled, attention has
turned to discovering the existence of physics beyond the SM and measuring precisely the
properties of the H boson and other SM particles.

3rd Jun 2015: After a two year long shutdown for upgrades, the collider started up again
for Run-2 at /s = 13 TeV. Four sets of data were scheduled to be taken during Run-2,
with a small set taken at the end of 2015 and major runs during 2016, 2017 and 2018.
Each major run lasts from a commissioning period around March until the end-of-year
technical stop in December. The measurements presented in this thesis use data collected
in 2016.

3rd Dec 2018: The Run-2 period officially ended and now the LHC has entered a second
long shutdown period, before Run-3 is scheduled to operate at /s = 14 TeV between
2020-2022.
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3.1.2 Operating the LHC

The source for the proton beams is a small canister of hydrogen gas. The hydrogen gas is then
ionised to create protons by applying a large electric field. The collection of protons is then
accelerated, within ultra-high vacuums, through the Linear Accelerator 2 (LINAC2), which
uses alternatingly charged conductors to accelerate the bunch of protons up to a beam energy
of 50 MeV, before being injected into the Proton Synchrotron Booster (PSB). The PSB is
an accelerator ring that boosts the protons to an energy of 1.4 GeV and passes them to the
Proton Synchrotron (PS) which provides a further boost up to 25 GeV. From the PS the proton
bunches are accelerated in the Super Proton Synchrotron (SPS) to an energy of 450 GeV. The
SPS splits the single beam into two counter-rotating ones and injects them into the LHC. In
the LHC, each proton beam can be accelerated up to a maximum energy of 7 TeV per beam.
During Run-1, the beam energy was operated at both 3.5 and 4 TeV and was increased to
6.5 TeV for Run-2.

To reach these operational collision energies the proton bunches are accelerated, confined
and squeezed by magnetic fields of up to 8.3 T from over 9300 superconducting magnets. The
most common type of magnet used in the LHC is the dipole magnet, of which there are 1232.
Each dipole magnet is 15 m long, weighs 35 tonnes and has a magnetic field strength of 8.3 T
which is used to bend the beam around the collider. Figure 13 shows a cross section through one
of the LHC dipole magnets. Each dipole contains two beam pipes for the counter-circulating
beams and along each of these beam pipes are coiled niobium-titanium alloy wires which form
the superconducting dipole magnet. Superconductivity in the magnet is achieved by a closed
circuit of superfluid helium, which cools the iron yoke to 1.9 K.
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‘

MAIN QUADRIPOLE BUS-BARS
_——HEAT EXCHANGER PIPE
SUPERINSULATION
SUPERCONDUCTING COILS
BEAM PIPE
""" T VACUUM VESSEL
BEAM SCREEN
AUXILIARY BUS-BARS
E ‘ SHRINKING CYLINDER / HE I-VESSEL
THERMAL SHIELD (55 to 75K)

= NON-MAGNETIC COLLARS

IRON YOKE (COLD MASS, 1.9K)

DIPOLE BUS-BARS

SUPPORT POST

Figure 13: A cross section of a LHC dipole magnet [104].

In addition to the dipole magnets, the LHC uses 858 quadrupole magnets. Of these, 392
are lattice quadrupoles used to stop the beam from defocussing over time due to the positively
charged beam constituents. Quadrupole magnets are also used to confine the proton beams as
they are entering the experimental caverns. A set of three, known as an inner triplet, squeezes
each beam to a diameter of 16 ym to ensure a maximal number of collisions at the interaction
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point. There are additional multipole magnets used to correct for other, smaller, effects present
in the beam, such as the gravitational force on the protons.

3.2 Luminosity measurements

The instantaneous luminosity, L, is a measurement of the number of collisions that can be
produced by a collider in a detector, per cm?, per second and is given by:
ning

L_

dTw,w,

(3.1)

L depends on the bunch crossing rate, f, the number of protons in each colliding bunch, n; and
n9, and the root-mean-square of the transverse beam widths in the horizontal, w,, and vertical,
wy, directions. The beams are assumed to have a Gaussian profile and to be colliding head-on,
with the beam widths measured to be w = 16 pym. For nominal running during Run-2, each
beam contains 3564 bunch spaces of which typically 2808 are filled during data taking, leading
to a minimum bunch spacing of 25 ns and a collision rate f = 40 MHz. Each bunch contains
~ 1.1 x 10" protons, producing a peak L = 1.50 x 10** ecm™2 s~!. L varies with respect to
time due to the depletion of the protons in each bunch after every collision. The decrease
in luminosity is mitigated to a small extent by the reduction of the beam widths w, and w,,
however each beam has an approximate physics taking lifetime of ten hours before they need to
be refilled. The total number of inelastic collisions (known as minimum bias events) produced
at the LHC, over a time ¢, can be estimated from the luminosity by:

N = Ominbias X Lint, (3.2)

where g pinbias 1S the minimum bias cross section. Lj, is the integrated instantaneous luminosity
over time ¢ ;
Lot — / L(t)dt. (3.3)
to
Figure 14 shows the Ly, delivered by the LHC, recorded by the CMS experiment, and validated
as good for physics, during data taking in 2016. The validation requires good performance in
both the detectors and reconstructed physics objects. A total of 35.9 fb™! of data was certified
to be used for physics. The integrated luminosities delivered by the LHC across the data taking
years of Run-1 and Run-2 are shown in Fig. 15 and displays the exceptional performance of the
machine. Using the current oinpias measurement of 69.2 mb, this means that approximately
2.5 x 10* collisions were processed in this period. More than one proton-proton interaction
typically occurs in each bunch crossing and these additional interactions are referred to as in-
time pileup. As the collision rate at the LHC is so high, it is also possible for remnants of
previous bunch crossings to affect the current one, particularly in calorimeters where there is a
latency higher than a typical bunch spacing. These remnants are called out-of-time pileup. The
average number of interactions per bunch crossing during 2016 data taking was approximately
25, as can be seen in Fig. 16, using a minimum bias cross section of 69.2 mb [107]. Particles
from pileup are included in the particle reconstruction of the event, leading to misidentification.
Reconstruction and pileup mitigation techniques are described in Secs. 5.1.5 and 5.2.3.
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Figure 14: The integrated luminosities delivered by the LHC and recorded by the CMS exper-
iment during data taking in 2016. Figure taken from [105].
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Figure 15: The integrated luminosity delivered by the LHC over all years of operation. Figure
taken from [106].
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CMS Average Pileup, pp, 2016, Vs = 13 TeV
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Figure 16: The distribution of the number of interactions in a bunch crossing. The minimum
bias cross section is taken to be 69.2 mb. Figure taken from [106].

3.3 The Compact Muon Solenoid

CMS is a general purpose detector, designed to be able to perform precision measurements of
the SM and searches for new physics [8]. It is approximately 15 m in diameter and 30 m long,
with a mass of 14 000 tonnes. This high density gives the experiment its name ‘compact’, being
almost a quarter of the volume and double the mass of its sister experiment ATLAS. It is a
cylindrical, hermetic detector composed of a barrel region and two endcaps, each formed of
layers of subdetectors around the beam collision point, as shown in Fig. 17. These subdetec-
tors, in order from the collision point, are the silicon pixel and strip trackers, electromagnetic
calorimeter (ECAL), hadronic calorimeter (HCAL) and muon chambers. The superconducting
magnet is situated in between the hadronic calorimeter and muon chambers. To operate in a
high luminosity environment the CMS experiment must have excellent resolution in each of its
subdetectors and a low latency to manage the high collision rate. The materials used must be
reliable while having maximal longevity when operating in a high-radiation environment.
CMS uses a right-handed coordinate system, where the z-axis points towards the centre
of the accelerator ring, the y-axis points vertically upward and the positive z-axis lies parallel
to the anticlockwise beam axis. The azimuthal angle, ¢, is measured from the z-axis in the
transverse x — y plane. The polar angle, 0, is measured from the positive z-axis in the z — y
plane. At the CMS experiment, collisions are viewed in the centre-of-mass frame of the colliding
protons, which means that the colliding partons usually have a Lorentz boost along the beam
direction. For this reason, the angles of the particles are normally expressed in terms of the
rapidity, y, or pseudorapidity, n, in which the production is roughly constant. The rapidity is

defined as ) 5
+p.
=1 3.4
2H(E—m)’ (34)

where F is the energy of a measured particle and p, is the z-component of the momentum.
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Rapidity is advantageous to use as differences in the rapidity between two particles are invariant
under a Lorentz boost along the z-axis. At the LHC, most particles are highly relativistic such
that the rest mass is small compared to the energy (p, ~ E cosf). This can be substituted into
Eq. 3.4 and, using trigonometric relations, the pseudorapidity is defined as

e (%)), o

Jet production in proton-proton collisions is roughly constant in 7, reflecting the forward
nature of the production. The subdetectors at the CMS experiment extend to at least a
pseudorapidity magnitude of 2.4, covering more than 95% of the angular phase space. Individual
subdetectors can extend to a higher ||, for example the forward detectors of the HCAL, to
study very boosted jets or the underlying event. The acceptance within |n| < 2.4 can be
hampered by issues such as the gap between barrel and endcap detectors.

To completely describe the kinematic properties of a particle, its energy and momentum
must be known. While it is not possible to detect the complete momenta spectrum of an event,
due to many particles produced in the collision being lost down the beam pipe and the unknown
boost of the initial state partons, it is possible to measure the momenta in the transverse plane
where the sum of the momenta is conserved. To measure the transverse momenta and energy
of particles CMS uses a combination of hits in the tracking systems from charged particles
and energy deposits in the calorimeters. These subsystems are described in more detail in the
following sections.

3.3.1 Silicon pixel and strip trackers

Figure 18 shows the layout of the silicon tracking detectors in CMS used during data taking in
2016. Closest to the interaction point are the pixel detectors, consisting of three barrel layers
situated at radial distance r = 4.4, 7.3 and 10.2 c¢m in the transverse plane from the interaction
point, with two endcap disks lying at z = £34.5 and 4+46.5 cm. There are 65 million pixels in
the inner tracker, each 100 x 150 um?, giving a total active area of 1.06 m%. Surrounding the
pixel detectors are the silicon strip tracker sensors. These are arranged into four subsystems:
the Tracker Inner Barrel and Disks (TIB and TIDs), the Tracker Outer Barrel (TOB) and the
Tracker Endcaps (TECs). The TIB consists of four barrel layers between 20 < r < 55 cm with
each end capped by 3 disks (|z| < 118 ¢cm) forming the TIDs. Wrapping around the TIB and
TIDs is the TOB consisting of six barrel layers between 55 < r < 116 cm. Finally, each TEC
consists of nine disks between 124 < |z| < 282 c¢m, capping the TIB, TIDs and TOB. There
are 15148 silicon strip modules in total that make up the outer tracker, giving a total active
surface area of 198 m?. Some strip layers in the tracker, coloured blue in Fig. 18, have back-
to-back modules, rotated with respect to each other by a small stereo angle (= 5°) in order to
improve the 3-dimensional point resolution by providing a measurement of the z co-ordinate in
the barrel and r in the disks.

Each tracking sensor operates in a similar manner. For the pixel sensors, an n™—n junction
is utilised where the silicon has been doped with phosphorous to different degrees. For the
strip sensors, a p™—n junction is used where a silicon strip doped with boron has been laid
on the bulk n-type silicon. Doping with phosphorous causes the silicon to become an electron
donor (n-type) and doping with boron to become an electron acceptor (p-type). The n(p)*-type
silicon is where silicon has been doped to such an extent that the resistivity is very low.

In the case of the silicon strip sensor, electrons diffuse from the bulk n-type silicon to a strip
of pT-type silicon, creating a small opposing electric field from the formation of ions either side
of the p™—n junction. The field stops further electron-hole movement and forms a potential
step. The region with no excess electrons or holes is known as the depletion zone, which causes
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Figure 17: A schematic of CMS as used in 2016, sliced to show the internal layout. It consists
of layers around the central interaction point in the order of silicon pixel and strip detectors,

electromagnetic and hadronic calorimeters, superconducting magnet and finally muon cham-
bers [108].
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Figure 18: A slice through the CMS tracker detector in the » — z plane. The separate subsystem
regions have been highlighted and are classified as the Tracker Inner Barrel and Disks (TIB and
TIDs), the Tracker Outer Barrel (TOB) and the Tracker Endcaps (TECs). The Pixel subsystem
is highlighted in red. Back-to-back stereo strip modules are highlighted in blue. Figure taken
from [109].

the junction to act as a diode. A reverse bias voltage is applied to ensure the silicon is fully
depleted by attracting the free electrons and holes away from the p™—n junction. When a
charged particle ionises the n-type bulk silicon, the electrons and holes produced (= 30000)
drift in the large electric field such that the holes move towards the p™-type silicon producing
a small signal current which is then amplified and shaped. This method can be applied to any
semiconductor junction where each side has different doping concentrations.

The pixel detector receives a charged particle flux of 1 MHz mm~2. At this high rate of
particles the pixels must have a high granularity to keep the fraction of channels hit (occupancy)
reasonable. A low occupancy in the pixel detector is necessary to reconstruct individual particle
tracks back to an interaction vertex, in a high-track environment. Lower occupancies present
in the TOB and TECs mean that a longer strip can be used, however this incurs an increase
in noise, which is alleviated by increasing the thickness of the silicon sensor from 320 pum to
500 pm. Tracks reconstructed in the pixel and strip detectors can then be used in vertex
reconstruction, particle identification and charged particle momenta measurements. The track
reconstruction is detailed in Sec. 5.1.1.

3.3.2 Electromagnetic calorimeter

The CMS ECAL, as shown in Fig. 19, is made of three subsystems: the barrel, the endcaps
and the preshower detector. Together, they form a compact coverage around the interaction
point, up to || < 3. A total of 75848 lead tungstate (PbWOy) scintillating crystals are used in
the ECAL barrel and endcaps. In the barrel section, the crystals are laid out in an n — ¢ grid
extending to |n| < 1.479. The inner surface of the barrel is at r = 1.29 m, with each crystal
having a front surface area of 2.2 x 2.2 cm? and length 23 cm. In each endcap, the crystals are
instead laid out in an z — y grid, with the front surfaces at z = +3.14 m, extending through
1.479 < |n| < 3.0. Each endcap crystal has a front surface area of 2.9 x 2.9 cm? and a length
of 22 cm. All the crystals are slightly off-centre with respect to the primary interaction point
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Figure 19: A geometrical quarter view of the CMS ECAL, highlighting the barrel, endcap and
preshower detector regions. Figure taken from [110].

to avoid particles being lost down the small gaps between adjacent crystals.

PbWOy is an ideal choice for the CMS ECAL due to its short radiation and Moliére lengths
of 0.89 and 2.2 cm respectively. The radiation length gives a measure of the penetration of the
EM shower into the crystal and the Moliére length how confined the EM shower is, such that
a cascade will mostly be contained within one crystal. In order to contain > 99.9% of the EM
shower, the length of the calorimeter crystals must be at least 25 times that of the radiation
length and as wide as the Moliére length. In addition, PbWO, crystals are very fast, with
80% of the blue-green scintillation light being emitted in the time it takes for another collision
to occur. The light emission from the PbWOQO, crystals is relatively small at 30y per MeV
of energy deposited and therefore needs to be amplified using silicon avalanche photodiodes
(barrel) and vacuum phototriodes (endcaps). PbWOy is also radiation resistant tolerating up
to 6.2 x 10" MeV kg™ ! of radiation energy.

The purpose of the ECAL preshower detector is to distinguish between a high energy single
photon and a 7% decaying into two closely spaced photons. To do this the preshower consists
of two layers of lead, which initiate an EM shower for photons (and electrons), each closely
followed by a layer of silicon strip detectors. The silicon strips are placed orthogonal to each
other to measure shower positions precisely and are fine enough in granularity to differentiate
between a single photon shower and multiple close-spaced photons. A 7 decaying in the barrel
typically has low enough energy not to need the additional resolution provided by the preshower
detector. The preshower degrades the resolution of the ECAL endcap due to the dense lead
plates, however as the energy deposited within the lead is proportional to that deposited in the
silicon, a correction can be applied.

These attributes mean that the ECAL can be both compact enough to fit within the magnet
and HCAL and granular enough to perform with high energy resolution. The resolution per-
formance is measured by fitting a Gaussian function to the reconstructed energy distributions
at different test beam energies and is parametrised by

OECAL i+ﬁ+0

E JVE E

where S is a stochastic term (number of photoelectrons), N is a noise term (electronics and

(3.6)
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digitisation) and C' is a constant term (leakage from the back of the ECAL). Figure 20 shows
the energy resolution with respect to the energy deposited in a 3 x 3 crystal lattice around
incident electrons measured under test beam conditions before the beginning of Run-1 with
the values for S, N and C shown. Figure 21 shows the energy resolution with respect to |n|
from the most recent public measurement [111]|. Tt is extracted from an unbinned likelihood
fit on Z — ete” events collected in 2015 for electrons with low bremsstrahlung radiation and
Er ~ 45 GeV. The resolution was measured to be < 2% for |n| < 1.0 and between 2 — 5%
elsewhere, consistent with similar measurements during Run-1, however the lower resolution at
high |n| is caused by the limited amount of data available in this measurement.
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Figure 20: The energy resolution of the CMS ECAL measured in a beam test. The energy was
measured in a 3 X 3 crystal lattice with the electron striking the central crystal. Figure taken
from [8].

3.3.3 Hadronic calorimeter

The majority of the hadronic calorimeter, shown in Fig. 22, sits within the superconducting
solenoid. It contains sampling calorimeters in the barrel (HB) and in the two endcaps (HE).
The HB operates to || < 1.4 and the HE covers the range to 1.4 < |n| < 3.0. The HB is radially
restricted between the ECAL and the superconducting magnet at 1.77 m < r < 2.95 m and
as such there is only a limited amount of absorber present necessitating the requirement for
scintillator plates situated outside the solenoid (HO). The HB is divided into two half-barrels
each composed of 18 identical azimuthal wedges consisting of alternating layers of non-magnetic,
short radiation-length brass absorber and plastic scintillator tiles. Each wedge is capped by
steel absorber for structural strength. The HE are formed of a similar structure. Around
70000 scintillating tiles of dimensions An x A® = 0.087 x 0.087 for |n| < 1.6 and 0.17 x 0.17
for |n| > 1.6 are used in the construction of the HCAL.

The forward hadronic detectors (HF) are situated £11.2 m from the primary interaction
point within a pseudorapidity range of 3.0 < |n| < 5.2. The HF, which is very close to the
beam line, receives a large flux of particles and therefore must be very radiation resistant. To
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Figure 21: The energy resolution of the CMS ECAL extracted from an unbinned likelihood fit
on Z — ete” events. Figure taken from [111].

this end it is made of steel and quartz fibres, where the emitted Cherenkov radiation in the
quartz fibres is passed to photomultipliers and read as signal [112]. The HF allows for the
reconstruction of forward jets and a better description of piiss.

As hadrons pass through the ECAL they leave only minimal deposits before entering the
HCAL. When they continue through the dense absorption layers they interact and produce
cascades of particles. These particle showers cause the plastic scintillator to emit blue-violet
light which is passed by very small wavelength-shifting fibres as green light to the readout where
the signal is amplified using hybrid photodiodes. At small |n| the stopping power of the HB
is not enough to fully contain the hadronic cascade so the HO is used to catch the tails of the
hadronic cascades, improving the pi resolution of the detector. The resolution of the HCAL
is parametrised as

OHCAL :i+0, (3.7)

E VE
where S is measured to be 0.85 and C' to be 0.07 in [113|. This is similar to the expected
resolution of hadronic cascades shown in Fig. 23 which are given in terms of reconstructed jet
transverse energy. Jet clustering will be discussed in Sec. 5.1.5.

3.3.4 Superconducting magnet

The solenoid at the heart of CMS is the largest superconducting magnet that has ever been
built at 13 m long and 6 m in diameter. It is composed from coils of a niobium-titanium alloy
wire that are cooled to an operating temperature of 4.5 K. It operates at a field strength of
3.8 T, reduced from a design operation field strength of 4 T in order to maximise longevity.
The magnet and steel return yokes, which are used to contain the magnetic field, are the most
massive components in CMS weighing approximately 12000 tonnes. The high field strength
allows for very precise measurements of the curvature of charged-particle tracks leading to
precise measurements of the momenta of the associated charged particles.
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Figure 22: A geometrical quarter view of the CMS HCAL, highlighting the Barrel (HB), Endcap
(HE), Forward (HF) and Outer (HO) subdetectors. Figure taken from [§].

0.6 _I T T T T T T T T T T T T T T T T T T T T T T T T T \_
0.5F — [nl<1.4 -
oalll 1.4<|n|<3.0 E
G 03 --- 3.0<|1/<5.0 -
—_ : "_‘jl‘\‘ :
= - ]
5 020 .
- a, ]
0.1 — 00"0-05‘53,“:;-:;_, e —]
0 :I 1 1 1 ‘ | 1 I 1 I 1 | 1 1 | 1 1 1 1 | | 1 1 1 I | 1 1 1 I 1 | \:

0 50 100 150 200 250 300

E, (GeV)

Figure 23: The transverse energy resolution of reconstructed jets in the CMS HCAL. It is split
into the barrel jets (|n| < 1.4), endcap jets (1.4 < |n| < 3.0) and forward jets (3.0 < |n| < 5.0).
Figure taken from [8].
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3.3.5 Muon detectors

The muon chambers are the outermost set of detectors at CMS, interleaved with the steel return
yoke of the superconducting solenoid. There are three types of muon chamber present at CMS:
resistive plate chambers (RPCs), cathode strip chambers (CSCs) and drift tubes (DTs). The

layout of the muon chambers is presented in Fig. 24.
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Figure 24: A geometrical one-quarter view of the CMS muon subsystems. The drift tube
stations are indicated in yellow the cathode strip chambers in green and the resistive plate
chambers in blue. Figure taken from [114].

The relatively low muon rates and uniform local magnetic field strengths in the barrel make
DT stations a good option to measure muons up to |n| < 1.2. Each cell is 13 x 42 mm?
containing a gaseous mixture composed of 15% CO;y and 85% Ar, with an anode central wire
running the length of the cell. As a charge is left in the cell, liberated electrons drift towards
the central wire forming a signal. The cells are arranged into a set of four layers, each offset by
half a cell-width to reduce non-sensitive detector regions, in what is know as a superlayer. A
set of three of the superlayers form a DT muon station, where the outer two are aligned parallel
to the beam line and the central one perpendicular. This means the central superlayer can be
used to calculate the z co-ordinate and the outer two to measure the co-ordinates in r, ¢ space.
The DT cells have a high spatial resolution but also a slow response time of up to 380 ns.

In the endcaps where the muon rates are higher, 540 CSCs are employed in the range
0.9 < |n| < 2.4. They have trapezoidal shapes to provide contiguous ¢ coverage in four disks in
each endcap. The CSCs have a quicker response time, a finer granularity and are less affected by
variations in the magnetic field making them preferable to the DTs. Each CSC station consists
of seven layers of cathode panels, each with strips milled running lengthwise at constant A¢
width, interleaved with six layers of azimuthally running anode wires. The formation of six gas
gaps are filled with 40% Ar, 50% CO, and 10% CF,. As a charged muon passes through the gas,
electrons travel to the anode wires and ions to the cathode strips, providing the co-ordinates
in 7, ¢ space.
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Finally, 610 RPCs are found in both the barrel (six layers) and endcaps (four layers) up
to |n| < 1.8. They are composed of gaseous parallel-plate detectors with two gas gaps filled
with a mixture of 96.2% C,yHyFy, 3.5% iso-C4H;y and 0.3% SF, separated by a common charge
read-out strips. The RPCs have adequate spatial resolution, however they are complimentary
to the DTs and CSCs due to their very fast response time (= 2 ns) which is much faster than
the time it takes for the next bunch crossing to occur. This makes the RPCs ideal detectors
for triggering muons, able to unambiguously identify the relevant bunch crossing a muon track
is associated to. Each component is discussed in more detail in [8,114].

Figure 25 shows the expected momentum resolution of the muons based on tracker infor-
mation only, muon chamber information only and a combination of tracker and muon chamber
information. At low muon pr the resolution is driven from the reconstruction of muons in the
tracker, however as the pr of the muon increases then the combination of information from the
tracker and muon chambers results in improved resolution.
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Figure 25: The muon pr resolution as a function of pr using the tracking only, muon subde-
tectors only or both. Figure taken from [8].

3.3.6 Reducing the volume of data using triggering

The CMS detector produces events at an approximate rate of 40 MHz. If each reconstructed
event has a size of ~ 1 MB, then data would be produced at a rate of 40 TB s~!. It is not
feasible to fully reconstruct and store the full rate of data production so a method of data
reduction, called triggering, is used. Triggering decides on an event-by-event basis whether a
collision is likely to be highly-energetic and interesting as opposed to an elastic collision or low-
energy QCD process. There are two types of triggering systems at CMS, the Level-1 hardware
triggers (L1T) and the High-Level software triggers (HLT).

The L1T must decide within 3.8 us of an event occurring whether it should be rejected
or tentatively accepted. The schematic workflow of the L1T is shown in Fig. 26. It consists
of sophisticated algorithms, inserted into large field-programmable gate arrays (FPGAs), the
inputs and outputs of which are connected by high-speed optical links. The fast, programmable
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nature of the L1T hardware, means that further improvements can be brought to the perfor-
mance of the trigger [115]. The L1T uses only basic information from the detector, known as
trigger primitives, to make a decision. These trigger primitives are formed from the calorimeter
deposits and the hits in the muon detectors. There are two trigger subsystems to the L1T,
the calorimeter trigger and the muon trigger. These access the trigger primitives from different
subdetectors and operate independently, with the exception of information passed from the
calorimeter trigger to the muon trigger for the computation of muon isolation. The outcome of
both trigger components is then passed to the global trigger which makes the final decision on
the event. Events are stored in a buffer while for L1T processing proceeds and if the decision
is not returned in time the event is deleted. To this end, the travel time between detector and
computer farm needs to be as short as possible, and so the processing facilities are located in the
underground service cavern next door to the detector. The L1T reduces the event rate from
40 MHz to 100 kHz, which provides enough latency for the events to be fully reconstructed
before being processed by the HLT. Approximately 200 L1T algorithms form the seeds for the
HLT.

Events passing the L1T are passed to the HLT located on a computer cluster at the surface.
The software-based HLT, with access to the L1T seeds and full event reconstruction, using
algorithms similar to those presented in Ch. 5, reduces the final physics production rate to
1 kHz. It can classify the events into data sets with similar topologies, for example into sets
containing a single isolated electron or sets that have high jet multiplicities. Due to the nature
of software, the HLT algorithms can be easily updated with new triggers of more efficient
algorithms.
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Figure 26: A schematic representing the process flow of the L1T. On the left is the calorimeter
trigger and on the right the muon trigger which operate on independent trigger primitives. The
final decision is taken by the global trigger using all information available [116].
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3.3.7 Computational power

The field of particle physics is unique in the way in which it shares data sets. By considering
just the samples stated in Tab. 4, there are, conservatively, one billion events leading to a total
simulated data set size of > 1 PB in just this thesis alone. As well as the simulated samples,
the data sets produced by the LHC must also be stored and together this is far too much
for a single storage site to be viable or for every analysis to use a set of privately generated
simulations and so the data sets must be shared.

Not only must data storage be shared across the collaboration, but also the processing power.
By taking the same number of events, it would take approximately two millenia to simulate
the events (at 1 event per minute) and approximately eight months to run the analysis code for
this thesis (at 20 events per second) on a single processing core. Waiting almost two thousand
years for data samples to be generated is clearly not feasible, therefore the data simulation and
processing needs tens of thousands of cores.

The Worldwide LHC Computing Grid (WLCG) was created to share storage and processor
resources. The WLCG is a tiered system with all raw data being stored at a central Tier-0
computing facility and subsequently distributed to Tier-1 and Tier-2 sites in the countries and
institutes affiliated to CERN. The complete set of raw data is stored at the CERN Tier-0
data centre, where the combined permanent archive stored on tape breached 200 PB on the
29th June 2017. In terms of online storage the data centre at CERN holds 45 PB with a
further 5.5 PB extension at the Wigner Research Centre for Physics in Budapest. The 100 000
processor cores at the data centre deal with 1 PB of data every day.

The large Tier-1 facilities store a large fraction of the data and simulation sets so that there
are multiple redundancies for every data set. The 13 Tier-1 facilities are the main workhorses
of the WLCG performing large-scale reprocessing of the raw data sets and the generation of
simulated events.

Tier-2 sites, of which there are 155, store data sets distributed to them from Tier-1 facilities
and specific data sets that are useful for locally based analysis teams. They provide a mod-
erate number of processor cores for computational tasks, most generally for the production of
simulated events. The distributed nature of the file system allows for any person to access data
sets from any site which has it stored and to use free computational power anywhere that is
part of the WLCG, increasing the overall computational efficiency.

3.3.8 Data collection in 2016

As already stated in Sec. 3.2, an integrated luminosity of 35.9 fb™! was collected by CMS in
2016. To further classify the data used in this thesis, Tab. 3 shows the data collected with
respect to the run period. A run period refers to periods of similar data taking throughout the
year. Run period A is used for the commissioning of the detector. Run periods often change
after a short technical stop has occurred. The initial data sets used in this thesis are classified as
containing either a single electron or a single muon. The HLT trigger selections reduce the total
number of events used from the initial data sets significantly, decreasing computational time. In
the e+jets channel the trigger requires there to be an electron with a pr > 32 GeV, a |n| < 2.1
and to pass a set of tight identification requirements similar to those seen in Sec. 5.2.1. In the
u+jets channel an isolated global muon or isolated tracker muon is required with a pp > 24 GeV
and a |n| < 2.4.

40



Table 3: The sets of single electron and single muon data collected during 2016 split into
individual runs. A total luminosity of 35.9 fb~! of data was collected.

Channel Data set Run ranges Luminosity (fb™')

SingleElectron(Muon) Run2016B-03Feb2017_ver2-v2 ~ 272007-275376 5.79
Run2016C-03Feb2017-v1 275657276283 2.57
Run2016D-03Feb2017-v1 276315-276811 4.25
Run2016E-03Feb2017-v1 276831277420 4.01
Run2016F-03Feb2017-v1 277772-278808 3.10
Run2016G-03Feb2017-v1 278820280385 7.54
Run2016G-03Feb2017-ver2(3)-vl  280919-284044 8.61

Total integrated luminosity 35.87






CHAPTER 4

Modelling proton-proton interactions

For any measurement in particle physics, sets of simulated samples need to be generated in order
to compare the experimental data to theoretical models. These models include well known SM
decay processes such as tt production, much rarer processes predicted by the SM such as tt
production in association with a H boson, and in the case of a search for new physics, a plethora
of processes predicted by beyond the SM theories.

These different processes are modelled by event generators, following a sequence of discrete
steps. First of all, a possible hard scattering interaction is generated for a process at LO,
or if possible NLO. If short-lived resonances are formed, their associated decays are also
viewed as part of the hard process. Additional parton interactions can be included at LO and
soft radiation added to the initial and final states, in a process known as the parton shower.
The parton shower is then hadronised into colourless states and decayed, with the proton
remnants and additional parton interactions forming the underlying event. Figure 27 shows
diagrammatically an example simulated collision, where the hard scattering process is shown
in red, the soft radiative processes in blue, the additional parton interactions in purple, the
fragmentation in light green and hadronisation and decay in dark green. Photon radiation is
shown in yellow. Finally, the interactions of the particles produced with the detector can be
modelled and the detector response applied.

4.1 Hard interaction

The hard scattering process describes the interaction of two partons in the collider. It is mod-
elled through Eq 2.31, with the PDFs taken from data convoluted with the partonic cross
section. The partonic cross section is calculated from the matrix-element of the interaction, di-
rectly taken from the Feynman diagrams through the Feynman rules. If a short-lived resonance
is formed as a result of the interaction, then its decay is also considered as part of the hard
interaction. Many matrix-elements can already be calculated to NNLO or higher, however the
generation of the hard scattering processes can currently only be calculated to LO or NLO.
This is due to the combinatorics when taking into account all possible Feynman diagrams.
There are a variety of matrix-element generators available, two of the most popular
in high energy particle physics being MadGraphb5 aMCQ@QNLO matrix-element generator
(MG5_aMC@NLO) [33] and POsitive Weight Hardest Emission Generator matrix-element
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Figure 27: An example simulation of a proton-proton collision showing all the various processes
that must be modelled. Starting with the hard interaction in red calculated using perturbation
theory, then dressing with additional soft processes in blue forming the parton shower. Addi-
tional parton interactions are added, shown in purple, each with a respective parton shower.
Finally the parton shower is fragmented and hadronised into detectable, colourless hadrons,
which can in turn decay and radiate. This fragmentation and hadronisation processes are
shown in light green and green respectively. Photon radiation is shown in yellow. Figure taken
from [117].
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generator (POWHEG) [118-120|. Both the matrix-element generators can model a process with
additional partons. In MG5 aMC@NLO, the number of additional partons in the process de-
pends on the complexity of the process, e.g. for NLO tt production, an additional two partons
can be generated. It does this by adding real diagrams based on LO or NLO contributions
from lower order processes. In POWHEG, virtual processes are included in the matrix element
for additional partons, up to one loop. This means that for tt production, one less additional
parton can be produced than for MG5 aMC@NLO.

4.2 Additional interactions and soft processes

The most common hard process at the LHC is elastic gluon-gluon scattering, the cross section
of which, diverges as the gluons become soft and collinear. This means that below some mo-
mentum transfer threshold (~ 5 GeV) the inclusive jet production cross section from elastic
gluon-gluon scattering is larger than the total inclusive proton-proton cross section [121,122],
which infers that for every collision, more than one interaction is occurring. These are known
as multiple parton interactions (MPI). The number of additional interactions present is pro-
portional to the impact parameter of the colliding protons. A pair of protons colliding head on
contains more additional interactions than a pair that collide obliquely. Once the hard process
has been simulated from the matrix-element calculations, the possible MPIs from the other
initial state partons are added. All the hard interactions present in the simulation must then
be dressed with soft emissions.

The partons produced in the hard interaction and MPIs may radiate energy in the form of
additional partons. The additional partons come in the form of initial and final state radiation
(ISR and FSR) and are included in the simulation either as part of the hard scattering process
or as part of the parton shower. Figure 28 shows the four possible ways in which a parton can
be radiated. Firstly, a quark can radiate a gluon, secondly a gluon can pair-produce a qq pair
and finally there are two colour configurations of gluon splitting.

Figure 28: The four possible processes to strongly split a parton in the parton shower. The top
left panel shows gluon emission, the top right shows qq pair production and the bottom two
panels the colour configurations of gluon splitting. In addition, photon brehmsstrahlung from
the quarks can occur but is not considered here.
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For FSR, the partons produced from the matrix-element calculation are split recursively
until the energy of each remaining parton reduces to approximately 1 GeV, whereupon hadro-
nisation effects become non-negligible.

In contrast, the ISR is modelled differently. The longitudinal momentum fractions, x; and
X9, of the incoming partons are taken from the PDF at the energy scale of the hard interaction
and evolved backwards in time. It is important to avoid using a possible non-perturbative
parton initiating the hard scatter, therefore the factorisation scale is used as a cutoff. Partons
that carry a momentum less than the factorisation scale are absorbed into the PDF, and
those that carry a momentum above the scale are allowed to participate in the interaction.
This ensures no divergences in the matrix-element due to collinear or soft gluons. For every
ISR emission, the parent parton must have the combined energy of the daughter parton and
radiation. As there are fewer available partons carrying an increased fraction of the proton
momentum, as seen in the PDF distribution, a suppression weight must be applied. The
suppression weight is derived from the Sudakov form factors [123]. In practice, the application
of ISR and MPI occur completely and in tandem, before the FSR is modelled.

The collective spray of partons produced by the hard process, MPI, ISR and FSR is called the
parton shower. The evolution of the splittings in the parton shower is defined by ordering vari-
ables. One such shower ordering variable is the p% of the shower propagators, where the MPIs,
ISR and FSR are interleaved with one another into one common decreasing p% sequence [124].
The p% ordering is illustrated in the left panel of Fig. 29, where the hard interaction occurs
with p3 ,.(A/B) and the subsequent evolution follows p4. ... > Pt | > pi o > Pi 4 /-

Another way to evolve the shower is by using an angular ordering [125]. This angular
ordering requires any future splitting to occur within a cone defined by the angular radius
between the daughter partons from the previous splitting, also illustrated in the right panel of
Fig. 29. These showers often produce wide-angle soft splittings before the main hard splitting.
Two widely used models for the parton shower are PYTHIA [126] and HERWIG++ [127], where
PYTHIA uses a pr-ordered shower and HERWIG++ an angular-ordered shower.

p%‘, ma.x(B)

Figure 29: The left panel shows an example p2 ordered parton shower. For each participating
hadron (A/B) the shower is centered on the hard interaction and decreases in hardness the
futher from this point, such that pg. .. (A) > pg. (A) > pF 5(A) > p'2r,3/4<A) and pt . (B) >
p%’ 1(B). The right panel shows shower ordering by angle such that the opening angle decreases
for every consecutive splitting 0,4, > 01 > 03 > 03/4.

4.3 Matching matrix-elements to parton showers

Parton showers and higher-order matrix-element calculations describe the same physics and so
need to be combined consistently. The soft emissions added from the parton shower should
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interface with the matrix-element based radiation with no gaps or overlaps for a specific, fixed
final state parton multiplicity. This problem is solved by a process known as matching.

One method of matching, known as the MLM-method [128], after its author M. L. Mangano,
matches the final state partons produced by the matrix-element calculation to parton jets
created by clustering the showered partons. The angular distance from each final state parton
to each parton jet, starting from the parton with the leading pr, is calculated and is said to be
matched if it is less than a threshold value. If the matching is successful the parton jet is removed
from further iterations. All final state partons must be matched to parton jets, otherwise the
event is rejected. When simulating the hard interaction process, including contributions with
up to N additional partons, events in samples simulated with n additional partons, where
n < N, are suppressed if they do not contain exactly n matched parton jets. This is because
these events are present and more accurately modelled in the n+ 1 production sample and thus
double counting is avoided. All the production samples generated using discrete additional
parton multiplicities are subsequently merged.

When matching and merging at NLO the additional parton jet from the matrix-element
calculation is the hardest emission and thus defines the upper shower scale level. While it
is easy to interface this with showers ordered to some pr, care must be taken with respect
to an angular-ordered shower. Angular-ordered shower emissions with a pr greater than the
additional matrix-element parton jet need to be suppressed. The FXFX-method [129], extends
the MLM-method of merging to matrix-elements calculated to NLO. The MLM-method is
used when matching LO MG5 aMC@NLO to PYTHIA and the FXFX-method is used when
matching NLO Mc5 aMCQNLO to PYTHIA.

When POWHEG models hard scattering processes at a large energy scale, the number of
high-pr soft emissions is overestimated [130,131]. It is resolved by introducing a pr dependent

damping factor,
hcziamp (4 1)
"R By |

damp

where hgamp is the damping parameter, usually set to the hard scattering energy scale. D
effectively sets the upper-pr limit for the first additional emission and hence the upper shower
scale level.

4.4 Fragmentation and colour reconnection

The fragmentation process models how final state partons from the parton shower hadronise
into colourless states. There are two general methods in use for the fragmentation, the Lund
string model [126,132] and the cluster model [127].

4.4.1 Lund string model

Due to the self interactions of gluons, the strong field between two quarks can be represented
by a string. As the quarks move apart the potential energy in the string increases linearly
by 1 GeV fm™'. At some point the colour field contains enough potential energy that it is
favourable to pair-produce light quarks, which combine with the initial quarks to form two new
colourless particles, breaking the string. The string is stretched between quark endpoints by
a number of gluons. Each gluon results in a kink to the string that depends on the kinematic
properties of the gluon. The left panel of Fig. 30 shows the kink in a string produced by the
addition of a gluon and the right panel shows the fragmentation of the string. As time evolves,
if the qq pairs do not have enough potential in the colour field to pair-produce they end up
bound to each other forming the colourless mesons of the final state. It is also possible for the
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Figure 30: The left panel shows the string between the quark-antiquark colour dipole stretched
by a gluon and the right panel shows for each string how fragmentation occurs with time.
Lorentz boosts in the hadrons are shown by oscillation frequency. Figures taken from [133].

potential in the colour field to be great enough to pair-produce diquark-diantiquarks instead
of qq with the end result being the formation of baryons instead of mesons. This approach is
used in the PYTHIA parton shower simulation.

The string dynamics currently assume that the colour-flow modelled in the evolution of
the parton shower from the hard interaction is independent of the colour-flow of the other
parton showers produced by the MPIs. Indeed, each individual MPI is assumed to operate in
independent colour spaces. In reality, all the individual interactions are superimposed on each
other, with soft gluons connecting all the final state partons from all sources, redistributing
colour across the full parton shower. In the Lund string model this can have the effect of
reorganising the strings produced in the parton shower. This is modelled in simulation by
a process known as colour reconnection (CR), which reconfigures the colour strings after the
parton shower, but before the fragmentation. Three different models which can be implemented
using PYTHIA are described here.

MPI-based model

The MPI-based CR model [134] calculates the reconnection probability for all gluons from
lower-pr interactions to be inserted into the colour strings of a higher-pr interaction. Once all
reconnections between MPIs have been identified, the configuration in which the total colour
string length is minimised is selected. The PYTHIA parton shower simulation uses the MPI-
based CR scheme as default, where it is assumed that the lifetime of the top quark is long
enough to shield the top decay products from the effects of CR. A second MPI-based model
exists where the top quark decays before the CR is applied and as such the top decay products
are able to reconnect. This is known as MPI-based CR with early resonance decays (erdON).

QCD-inspired model

An alternative CR model is the QCD-inspired model [135|. In this model, instead of the SU(3)
colour indices (r, g,b) being applied to individual partons, a set of nine indices, which describe
the possible colour states of 2-parton and 3-parton combinations, are used. A corresponding
set of anticolour indices is used for antiquarks and a gluon contains one of each index. Recon-
nections are possible when two partons have a matching colour and anticolour index. The set
of possible reconnections encompasses every possible reconnection from the default MPI-based
CR model as well as reconnections possible between partons with accidentally matching colour
indices. As with the MPI-based CR model, a reconnection is performed if it minimises the total
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QCD string length.

Gluon move/flip model

The gluon move/flip model [134], moves all final state gluons between colour strings so that
the total string length is minimised. However, by moving only gluons, no quarks are able to
reconnect and so a subsequent procedure is applied in which two colour segments are flipped
between colour strings. As with moving the gluons, the solution which minimises the total
string length is used.

4.4.2 Cluster fragmentation model

In the cluster model of fragmentation implemented in the HERWIG++ parton shower simula-
tion, the parton shower is evolved until the partons reach an energy scale of Aqcp ~ 4 GeV,
where hadronisation effects become non-negligible. The final state gluons must have an energy
at least twice that of the invariant mass of the lightest quark and are forced to split into a qq
pair. The colour singlet states formed by the resulting colour connected partons are formed into
clusters, as shown in Fig. 31. The cluster model assumes the principle of colour-preconfinement
which states that the distribution of the mass of the clusters is independent of the centre-of-
mass energy and the hard scattering process involved. Most clusters are distributed at low
masses and can be regarded as excited hadron resonances and decayed into observed hadrons,
however some clusters are too massive for this to be realistic and split in a process called cluster
fission. If fission is required, a qq pair of u, d or s flavour, is taken from the vacuum and the
cluster split such that one of the original quarks is contained in each new cluster. Fissions
continue until all clusters are accepted by the mass parameters of the model. The final process
of the fragmentation involves extracting a qq or qqqq from vacuum in each cluster, forming a
pair of hadrons, which in turn may decay into lighter hadrons.

4.5 Detector modelling

So far, only the modelling of the physics process itself has been discussed, before any interaction
with the detector has been performed. Indeed, it is very useful to compare measurements at
this level, the particle level, as it allows direct comparisons between theoretical models and
experimental measurements which have had the detector response removed. The removal of
the detector response is discussed in Ch. 7. This means measurements performed to particle
level with different detectors such as CMS and ATLAS can be directly compared with each
other and to theoretical predictions.

In order to provide the mapping between experiment and particle level, the detector re-
sponse needs to be modelled accurately. To do this a simulation toolkit called GEometry
ANd Tracking (GEANT4) [137] is used. The GEANT4 package builds the physical layout of the
experiment, including all detectors, absorbers, electronics and structural components surround-
ing the central interaction point. The magnetic field strength at all points in the detector is
modelled. The particles are tracked, in iterative time steps, from the collision point outwards
through the active and non-active material, modelling respective interactions and decays. In
the active material, the response of all individual components is modelled in a process known
as digitisation. The digitisation takes into account any inefficiencies in the active material and
returns an output consistent with that seen from measured data. A full description of the CMS
detector is given in Ch. 3.

49



Figure 31: A sketch of the cluster model of fragmentation and hadronisation. Colour singlet
clusters are generated from the final state quarks and gluons forced to split into a qq pair.
These colour singlet clusters can be unnaturally massive and fission occurs until the clusters
represent excited hadron resonances which then hadronise. Figure adapted from [136].

4.6 Production of top quark pair and background models

Table 4 shows the complete set of simulations used for the differential cross section analysis.
There are four different tt production models studied. Two tt samples are simulated with the
POWHEG (v2) matrix element generator [138], where one sample is interfaced with PYTHIA
(v8.212), using the CUETP8M2T4 tune [80], and the second with the HERWIG++ (v2.7.1)
using the EE5C tune [139]. These are labelled POWHEG+PYTHIA and POWHEG+HERWIG++
respectively. Two additional simulated tt samples are produced with the MG5 aMCQ@QNLO
(v2.2.2) generator. One is used to generate events at LO accuracy with up to three addi-
tional partons and the second to NLO accuracy with up to two additional partons. Both
are also interfaced with PYTHIA (v8.212) using the CUETP8MI1 tune [140] and are labelled
MGH aMCQNLO-LO and MG5 _ aMC@NLO-NLO respectively. The MLM jet-parton match-
ing algorithm is used to match the matrix-element to the parton shower in the LO simulation
and the FXFX algorithm in the NLO simulation. The POWHEG+PYTHIA model is taken as
the central model used in this thesis.

All tt production samples are simulated with the top quark mass set to 172.5 GeV. For
NLO samples the NNPDF30 nlo as 0118 PDF set [141] is used, while for LO samples the
NNPDF30 lo as 0130 set [141] is used. The samples are normalised to a NNLO tt cross
section of 832 pb, as seen in Sec. 2.7.1. It is important to compare multiple tt generators in
order to find the current most suitable description of top quark production and decay, and to
identify any discrepancies in the models.

Table 4 also shows the dominant background samples from single top quark production,
vector boson production with associated jets and multi-jet QCD production. All the single top
quark processes produced via the ¢-channel and in association with a W boson are generated
with POWHEG [142,143] interfaced with PYTHIA and are normalised to cross sections that are
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calculated to NLO precision [144,145|. Samples of W and Z boson production in association
with jets, with leptonic final states, are generated at LO using MG5 aMCQ@QNLQO. Separate
samples are generated with exactly one, two, three, and four additional jets to ensure a large
set of background events. These samples are normalized to their NNLO cross sections [146].
Multijet QCD events are generated using PYTHIA for both the matrix-element calculations and
parton shower/hadronisation. Only multijet QCD events with large electromagnetic activity
or that contain a muon are generated in order to maximise the available sample size.

The simulated samples need to contain enough events to ensure they are not affected by
statistical fluctuations when comparing to the data. The equivalent luminosity produced for
each simulation sample is shown in the final column of Tab. 4 and should ideally be comparable
to or larger than the luminosity of the data collected. The total luminosity collected in 2016 is
35.9 tb™!, so most of the signal and background samples contain enough events. The simulated
multijet QCD samples are not particularly well modelled and can also suffer from a lack of
generated events and so a data-driven multijet QCD estimate is employed, described in Sec. 6.5.
The multijet QCD samples are still required in the creation of the estimate however.

Samples are also generated for variations of some of the generator parameters in
POWHEG+PYTHIA. These are shown in Tab. 5 and are used as part of the estimation of
the theoretical uncertainties due to the modelling. Other theoretical uncertainties in the mod-
elling are calculated as event weights and stored in the central POWHEG+PYTHIA sample. The
CMS detector response for all simulated samples is modelled using GEANT4.
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Table 4: The set of simulated samples used in this thesis. They include four different signal tt
production samples and samples for the background production. The backgrounds are single
top quark production, vector boson production in association with jets and multijet QCD. The
cross sections for the multijet QCD are shown in the form X %Y, where X refers to the cross
section and Y refers to the filter efficiency for the specific type of multijet QCD being selected
(e.g. muon enriched).

Matrix-element  Parton shower Underlying event tune Cross section Events Equivalent L

(pb) (x10°) (™)
Models of tt production
POWHEG+PYTHIA POWHEG PyTHIA CUETP8M2T4 831.76 154.9 186.3
POWHEG + HERWIG + POWHEG HERWIG++ EE5C 831.76 59.2 77.1
MG5_aMCQ@QNLO-LO MG5_aMC@NLO PyYTHIA CUETP8M1 831.76 10.1 12.2
MG5_aMC@NLO-NLO MG5_aMC@NLO PyYTHIA CUETP8M1 831.76 30.4 36.6
Models of single top background production
Single top ¢-channel POWHEG PYTHIA CUETP8M1 136.02 66.9 492.0
Single anti-top t-channel POWHEG PYTHIA CUETP8M1 80.95 38.8 479.4
Single top tW-channel POWHEG (v1) PyTHIA CUETP8M1 35.6 7.9 223.2
Single anti-top tW-channel POWHEG (v1) PYTHIA CUETP8M1 35.6 7.9 222.8
Single top/anti-top s-channel MG5_aMCQNLO PyTHIA CUETP8M1 6.35 0.6 98.1
Models of vector boson background production
Drell-Yan + 1 jet MG5_aMC@QNLO PYTHIA CUETP8M1 1016 62.6 61.6
Drell-Yan + 2 jets MG5_aMCQ@QNLO PYTHIA CUETP8M1 3314 20.0 60.3
Drell-Yan + 3 jets MG5_aMCQ@QNLO PyTHIA CUETP8M1 96.36 5.9 60.8
Drell-Yan + 4 jets MG5_aMCQ@QNLO PyTHIA CUETP8M1 51.4 4.2 81.7
W boson + 1 jet MG5_aMC@QNLO PyYTHIA CUETP8M1 9493 454 4.8
W boson + 2 jets MG5_aMC@NLO PYTHIA CUETP8M1 3120 60.2 19.3
W boson + 3 jets MG5_aMC@NLO PYTHIA CUETP8M1 942.3 59.1 62.7
W boson + 4 jets MG5_aMC@QNLO PYTHIA CUETP8M1 524.2 30.0 57.2
Models of multijet QCD background production
Muon enriched QCD (20-30) PYTHIA PyTHIA CUETP8M1 558528000 * 0.0053 30.6 0.01
Muon enriched QCD (30-50) PYTHIA PYTHIA CUETP8M1 139803000 * 0.01182  30.0 0.02
Muon enriched QCD (50-80) PYTHIA PYTHIA CUETP8M1 19222500 * 0.02276 19.8 0.04
Muon enriched QCD (80-120) PYTHIA PyTHIA CUETP8M1 2758420 * 0.03844 23.6 0.2
Muon enriched QCD (120-170) PyTHIA PyTHIA CUETP8M1 469797 * 0.05362 8.0 0.3
Muon enriched QCD (170-300) PYTHIA PYTHIA CUETP8M1 117989 * 0.07335 17.4 2.0
Muon enriched QCD (300-470) PYTHIA PyTHIA CUETP8M1 7820.25 * 0.10196 49.0 61.4
Muon enriched QCD (470-600) PYTHIA PYTHIA CUETP8M1 645.528 * 0.12242 19.0 240.1
Muon enriched QCD (600-800) PYTHIA PYTHIA CUETP8M1 187.109 * 0.13412 10.0 397.7
Muon enriched QCD (800-1000)  PYTHIA PYTHIA CUETP8M1 32.3486 * 0.14552 19.8 4199.3
Muon enriched QCD (1000-Inf) PYTHIA PYTHIA CUETP8M1 10.4305 * 0.15544 13.4 8264.9
Electron enriched QCD (20-30) PYTHIA PyTHIA CUETP8M1 557600000 * 0.0096 9.2 0.002
Electron enriched QCD (30-50) PyTHIA PyTHIA CUETP8M1 136000000 * 0.073 6.8 0.0007
Electron enriched QCD (50-80) PYTHIA PyTHIA CUETP8M1 19800000 * 0.146 45.2 0.02
Electron enriched QCD (80- 12()) PYTHIA PyTHIA CUETP8M1 2800000 * 0.125 76.5 0.2
Electron enriched QCD (120-170) PyTHIA PyTHIA CUETP8M1 477000 * 0.132 7.8 1.2
Electron enriched QCD (170-300) PYTHIA PYTHIA CUETP8M1 114000 * 0.165 11.5 0.6
Electron enriched QCD (300-Inf) PYTHIA PYTHIA CUETP8M1 9000 * 0.15 7.4 54.6
be to E QCD (30-80) PYTHIA PyTHIA CUETP8M1 159068000 * 0.00255  15.3 0.04
be to E QCD (80-170) PyTHIA PyTHIA CUETP8M1 3221000 * 0.01183 14.9 0.4
be to E QCD (170-250) PyTHIA PyTHIA CUETP8M1 105771 * 0.02492 9.7 3.9
be to E QCD (250- Inf) PYTHIA PyTHIA CUETP8M1 21094.1 * 0.03375 9.8 13.7
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Table 5: The set of simulated samples associated with the uncertainties in the
POWHEG+PYTHIA modelling. Other uncertainties are modelled by the use of event weights in
the central POWHEG+PYTHIA simulation.

Variation Events Equivalent L
(x109) (fb™1)
ISR down 59.0 70.9
ISR up 59.0 71.0
FSR down 59.3 71.3
FSR up 59.2 71.2
Underlying event down 58.3 70.1
Underlying event up 59.0 70.9
Matching scale (hdqamp) down — 58.2 69.9
Matching scale (hdgamp) up 58.9 70.8
CR MPI-based erdON 59.9 72.0
CR QCD-inspired 59.6 71.7
CR Gluon move 59.0 71.0
Top quark mass (169.5 GeV)  59.5 70.4

Top quark mass (175.5 GeV)  59.4 71.4






CHAPTER D

Reconstructing the physics objects

Whether the components of an event are measured from a detector or simulated from a model,
the charge and energy deposits need to be reconstructed into physics objects. In the CMS
experiment, the reconstruction of objects from the calorimeter energy deposits and charge de-
posits in the tracker and muon chambers is done by an algorithm called particle flow (PF) [147].
These collections of deposits are reconstructed into likely electrons, photons, muons, charged
and neutral hadronic jets and missing pr and are known as PF candidates. The PF candidates
undergo further, stricter identity requirements depending on the needs of the analysis, into
high-purity collections of object candidates.

5.1 The particle flow algorithm

The PF algorithm is used to reconstruct the raw deposits from the detector into PF candidates.
The first step is to form the basic building blocks of the algorithm, known as PF elements. The
PF elements are the charged particle tracks and vertices along with the calorimeter clusters and
muon system hits. Each PF candidate is reconstructed using one or more of these elements.
The combination of these correlated elements, allows for the reconstruction and classification
of the final state particles present in an event.

5.1.1 Particle flow elements

Tracks are built in an iterative process. Firstly, a track seed is generated for a triplet of hits
in the pixel detector, with a few hits compatible with a charged-particle trajectory. Next,
additional hits are added, layer-by-layer, to the current track candidate based on the track
seed trajectory, extrapolated via a Kalman filter [148]. New track candidates are formed in
this process when multiple hits match the extrapolation and track candidates with missing hits
are also kept. Once the outer tracker layer has been reached, possible duplicates are avoided
by requiring each pair of track candidates to be composed of at least 50% of unique hits.
If not, then the candidate with the most missing hits is dropped and if they are the same
length then the one with the highest x? is dropped. The final track fitting is then performed,
using all associated track hits to determine the charged-particle properties (vertex, pr, etc...).
Additional track quality requirements are imposed which include a minimum pr of 0.9 GeV, the
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number of missing hits, the goodness-of-fit x? of the track fit and the distances to the beamline
and a reconstructed primary vertex. Once a track candidate is accepted its component hits
are removed from the collection of tracker hits, and the process repeats, until no more track
candidates can be found.

Primary vertices are reconstructed by clustering the reconstructed tracks according to the
z-coordinate at the point of closest approach to the beam line. An adaptive vertex fit is used
on these sets of tracks to find the position of the vertex [149]. The primary interaction vertex
is defined as the primary vertex with the largest sum of p2 from the objects associated to it. A
dedicated algorithm is used to identify secondary displaced vertices within the tracker volume,
using the complete set of reconstructed tracks [150, 151]. These displaced vertices mainly
originate from nuclear interactions with the tracker material or from conversion photons.

Muon track elements are identified using two different methods. The first matches each
track element present in the muon chambers to a track reconstructed in the inner tracking
system and a track fit performed using a Kalman filter. These tracks are called global muon
tracks. The second method takes all tracks in the tracker and looks for compatible signatures
in the calorimeters and in the muon chambers. If a compatible signature if found then the inner
track is labelled as a tracker muon track.

Calorimetric cluster candidates are constructed individually, but with a similar methodology,
for the ECAL and HCAL. Initially, cluster seeds are created which are the local energy deposit
in a cell which is maximal with respect to adjacent cells and above a seed energy threshold. Next,
bordering cells are added to the seed if they contain a deposit above a given cell energy threshold.
All thresholds can be found in [147]. Calorimeter clusters not associated to an extrapolation of
a track candidate are clear indicators of a neutral particle. Care must be taken however, when
a neutral-particle deposit overlaps a charged-particle deposit. These are detected as an excess
in cluster energy with respect to the sum of the pr of the associated charged particles. The
method of obtaining an accurate calorimeter calibration in order to maximise the identification
of the neutral clusters, while minimising the misreconstructed energy excesses and to get the
correct energy scale for all neutral particles is also given in [147].

5.1.2 Linking algorithm

The next step in reconstructing a particle is to use a link algorithm to connect all the requisite
PF elements together. The probability for the link algorithm to connect two elements together
depends on the granularity of the CMS subdetectors and the number of particles to resolve.
For a single particle, the probability to link all elements together depends predominantly on
the volume of material traversed before the calorimeters due to nuclear interactions introducing
trajectory kinks and secondary particles.

A link between the central track and calorimeter cluster is created if the extrapolation of the
track candidate from the last hit position to a depth of one interaction length in the calorime-
ters is within a cluster candidate area. Neutral clusters in the ECAL are linked to electron
bremsstrahlung radiation if a tangential extrapolation (starting from tracker hit position) lies
within the boundaries of a cluster candidate and the n displacement between the cluster and
original track candidate extrapolation is less than 0.05. The bremsstrahlung photons have a
high chance to form a pair of conversion electrons (ete™). A conversion finder is used to find
links between compatible track candidates originating from a photon conversion and if found
is subsequently linked to the originating track candidate. Links between ECAL, HCAL and
preshower cluster candidates are formed if they are outside of tracker acceptance. The cluster
position in the more granular subdetector must lie within the cluster envelope of the coarser
subdetector. Charged particle tracks associated to a common secondary vertex are linked. Fi-
nally, links can be created between a central track candidate and information from the muon
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detectors either as a global or a tracker muon track. All PF elements linked together form a
PF block.

The PF algorithm uses the PF blocks as an input and performs reconstruction and iden-
tification in the following order. Muon candidates are identified and reconstructed before
removing the corresponding PF elements from the PF block. Next, electrons are processed
including bremsstrahlung radiation concurrently with isolated photons and again associated
PF elements removed. Finally, the remaining PF elements are associated to charged hadrons,
neutral hadrons and photons emanating from the fragmentation and hadronisation occurring
within parton jets. The reconstruction and identification of each PF object is described in the
following sections.

5.1.3 PF muons

PF muons are identified from the global and tracker muon track properties. First, isolation
requirements are imposed on the global muon tracks. Isolation is a measure of the activity of
the event around the object of interest. In this case, additional tracks and calorimeter deposits
are taken within a cone of

AR = V(Ap)® + (A¢)® < 0.3, (5.1)
and if
PR+ T ESO < 0.1 x pipen, (5.2)

then no further selection is required as hadrons misidentified as muons are rejected adequately.
Above this value, charged hadrons are susceptible to being misreconstructed as muons, due
to punch-through from the back of the HCAL. In this regime, the global muons must pass a
tight-muon identification criteria, described in Sec. 5.2.2, and either at least three matching hits
found in the muon chambers or the calorimeter deposit is compatible with the muon hypothesis.
If the muon does not pass the tight-muon identification (ID) due to a poor inner or global fit,
then it is retained if the tracker muon fit is of high quality and the calorimeter deposit is
compatible with the muon hypothesis.

For muons with pp < 200 GeV, the muon track resolution is better for tracker muons than
for global muons and so the tracker muon track is used to determine the muon properties.
Otherwise they are taken from the global or tracker muon track fit with the minimum 2.

5.1.4 PF electrons and photons

Due to the similarity in the basic properties of electrons and isolated photons (electrons emit
bremsstrahlung photons and photons convert to ete™ pairs), the PF algorithm reconstructs
isolated PF photons and PF electrons simultaneously. PF electrons are seeded from a cluster
candidate linked to a Gaussian Sum Filter (GSF) track [152], given that it is not additionally
linked to more than three other tracks. Isolated PF photons are seeded from clusters > 10 GeV
with no link to a GSF track.

GSF tracks are based on a combination of two different methods of track reconstruction. The
first is the ECAL-based method, which extrapolates to the inner track hits depending on the
ECAL cluster energy and position. To seed the ECAL-based track all clusters of Er > 4 GeV
are used with the assumption that they are produced by either an electron or positron. A
large proportion of the energy of the electron or positron is lost to bremsstrahlung and so
the performance of the method depends strongly on the ability to collect all the associated
energy depositions, while excluding depositions from other particles. To collect the energy,
the cluster is extended in ¢ around the electron direction to account for the bending in the
magnetic field. The group of clusters is known as a supercluster (SC). The ECAL-based track
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seeds suffer at low-pr due to the large bending in the magnetic field and in jets due to the
non-isolated environment. The second is the tracker-based method and recovers electron tracks
missed by the ECAL-based approach. It starts from the iterative-based track candidates with
a pr > 2 GeV, with more specific requirements of the number of missing hits and the x? of
the track fit. A reduced GSF fit is used on the track hits as it is more suitable to electron
fitting than a Kalman filter. A final selection on a boosted-decision-tree [153]| that combines
the discriminating power of a number of distributions, e.g. the y? of the GSF fit, the distance
between the extrapolated track and the nearest cluster and the energy lost along the GSF track
is used to select tracker-based track seeds. The track seeds obtained by the two methods are
combined together and a final full GSF fit processed.

PF electrons are required to satisfy additional identification criteria on both the track seed
and cluster properties. These criteria include the track fit x2, the ratio of energy in the HCAL
to the ECAL and the number of hits. A full set of parameters is given in [147|. PF photons are
selected depending on compatibility with the photon hypothesis of the isolation with respect
to GSF tracks and clusters, the shower shape and the ECAL to HCAL energy ratio.

5.1.5 PF jets

Once the electrons, isolated photons and muons have been reconstructed and removed from
the PF blocks, the remaining particles must be from neutral hadrons, charged hadrons or non-
isolated photons formed from the hadronisation of the final state. Hadronic jets are composed
of these hadrons and photons, where the photon content deposits primarily in the ECAL, the
neutral hadron content in the HCAL and charged hadron content in both calorimeters.

All calorimetric PF elements that are not linked to a tracking element are considered to
be either neutral hadrons or photons. Within the tracking acceptance the charged and neutral
hadrons can be identified separately and as the neutral hadrons only leave =~ 3% of the jet
energy in the ECAL, the ECAL deposits are considered to originate solely from photons and
the HCAL deposits from neutral hadrons. Outside the tracking acceptance however, there is
no way to separate charged hadrons from neutral hadrons. As the charged hadrons also leave
deposits in the ECAL, it is not possible to assign the deposits to photons alone. Now the links
between ECAL deposits and HCAL deposits become important. ECAL deposits not linked
to HCAL are considered to be photons, while linked deposits are considered to arise from a
neutral or charged hadron.

Once the neutral hadrons and non-isolated photons have been identified and removed, there
are only calorimeter elements linked to one or more track elements remaining. These make up
the charged hadrons. PF jets are created by using the anti-kr jet clustering algorithm [154] on
the charged and neutral hadrons.

Anti-kt jet clustering algorithm

The anti-kt jet clustering algorithm is an extension to the Cambridge/Aachen (C/A) and kr
jet clustering algorithms. These algorithms work by calculating the distance, d,;, between two
entities, either particles or proto-jets, and the distance between an entity and the beam line,
d;g. If the smallest distance is between two entities then they are recombined into a new
proto-jet, whereas if d;p is smaller, then i is called a jet and removed from the list of entities.
All distances are then recalculated and the clustering repeated until no entities remain. The
maximum cone size is given by the radius parameter, R, which for jet reconstruction during
2016 data taking was set at R = 0.4. The differences between the anti-kr and the (C/A) and
kt algorithms occurs in the definition of the distance parameters

2

A2
di; = min(k7;, k) 7 (5.3)
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and
dis — K2, (5.4)

The parameter p gives the strength of the relative contributions to d;; and d;p from the hardness
of the entity and the angular separation. The angular separation is defined as

Ay = \/(Z/l - yj)2 + (¢s — ¢j)2- (5.5)

For p = +1 the kt algorithm is recovered and the Cambridge/Aachen algorithm when p = 0.
The anti-kt algorithm uses p = —1 which means that precedence is given to the hardness of the
entities, e.g. a soft particle is much more likely to cluster to a hard particle than another soft
one. This leads to perfectly conical jets if no two initial hard particles are within 2R of each
other. If there are two hard particles within R < Ajs < 2R but k%, > k%, then the hardest jet
will be conical and the softer a cone missing the overlap. If k2, ~ k2, then the jet boundary
will lie between the two jet axes. For closely spaced hard particles within A5 < R, clustering
will occur, but for k2, ~ k2, the shape becomes a union of the cones of both constituent hard
particles as well as the cone centred on the final jet. This means that the anti-kt algorithm is
resilient against soft radiation but adaptive to hard emission. An example anti-kr jet clustering
is shown in Fig. 32.

Figure 32: An example of clustering using the anti-kr algorithm. Soft particles are preferen-
tially clustered around high-pt seeds forming conical jets. The jet boundary is defined by the
respective hardness between neighbouring jets. Figure taken from [154].

As the particle flow algorithm attempts to reconstruct every individual particle in an event,
before the jet clustering, it is possible to assign charged hadrons to either a high-pr interaction
vertex or an additional interaction vertex. The hadrons associated to additional interaction
vertices are known as in-time pileup. If a charged jet constituent is matched to an additional
interaction vertex, then it can be removed from the jet. This is known as charged hadron
subtraction. If there is no clear association then the charged hadrons remain in the jet. Pileup
subtraction is discussed further in Sec. 5.2.3.

99



5.1.6 PF missing transverse momentum

Conservation of momentum implies that the vector sum of all transverse momenta is zero in

a head-on collision. The presence of a momentum imbalance, P, implies an undetectable
— miss

particle in the event, e.g. a neutrino. In terms of particle flow, pp*** is given by the negative
vector sum of all the measured particle flow objects

PF objects
== bt (5.6)

miss

More generally, the magnitude of this missing momentum is used, p;'**. There is, however, a
small probability that it is misreconstructed to be artificially large. The cause of this is most
often the misreconstruction or misidentification of a high-pr muon. If an event has a large
pss then the PF algorithm applies a post processing step. The first possibility investigated
are genuine muons from the cosmic ray muon background coincident with a bunch crossing.
They are recognised as such if their trajectory is more than 1 cm away from the beam line
and removed from the particle flow collection if the p#' is reduced by at least one half. The
second possibility relates to bad reconstruction of the momentum of the muon, indicated by
significant differences in the global and tracker muon pr estimates. The bad reconstruction can
be caused by interactions in the steel return yoke, in-flight decays and incorrectly assigned hits
in the inner tracker. If the p is reduced by at least one half when recalculating with respect
to the different muon pr estimates then the muon estimate with the lowest p2* is taken. The
third possibility comes from the misidentification of a charged hadron punching through into
the muon chambers. A muon is reconstructed together with an energetic neutral hadron from
the calorimeter deposits. Finally, another, similar possibility is that of an overlapping muon
and neutral hadron deposit being misreconstructed as a charged hadron deposit. The particles
are substituted with each other respectively if the p is reduced by at least one half.

The pi is corrected accordingly when jet energy corrections (JEC), explained in Sec. 5.2.3,

are applied to the PF jets.

PF objects PF jets

B == Y B Y G-, (5.7

J

5.1.7 PF isolation

The requirement of leptons to be isolated has already been used in the reconstruction of the PF
objects. Often, more stringent isolation criteria are required and so the PF relative isolation,
1., is employed. It is defined as the ratio of the additional pr within a cone of set distance
around the lepton to the pr carried by the lepton. The additional pr includes all charged and
neutral hadrons as well as photons present within the cone.

. chTharged + Zpr'feutral + ij[‘
]rel - pé ’ (58)
T

In addition, contributions from additional interactions can be taken into account. Charged
particles from these extra interactions are not associated to the primary vertex and are removed.
Direct removal is not possible for neutral particles produced by the pileup. One possible
correction for this neutral pileup is the A correction. This uses the ratio of charged hadrons
to neutral hadrons and photons in inelastic collisions to estimate the contribution of non-charged
pileup from charged pileup. The correction AS is set to 0.5 [155]. The relative isolation then
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becomes . -
p% arge + maX(O, Zp%eutral + Zp% - Aﬁ Z p% arge )

pileup

‘. _
[el_

T

g (5.9)

Pr

5.2 Analysis object selection

While the PF algorithm is good at resolving particles, it is sometimes necessary to impose
stricter identification criteria. By increasing the probability that an analysis object is correctly
reconstructed, the selection efficiency for that object decreases correspondingly. When the
statistical uncertainty is not an issue or where an analysis requires a high object purity a
tighter selection is usually used. This is the case for tt events produced at the LHC, having
both a high cross section and large data set sizes. In the following the identification criteria for
all the objects used in this thesis will be detailed.

5.2.1 Electron objects

As stated in Sec. 3.3.8, events that pass the HLT Ele32 eta2pl WPTight Gsf trigger are
selected as the basis of the etjets channel in this thesis. A harder p% requirement is chosen
at pt > 34 GeV to operate in a region optimal with respect to the trigger efficiency. The
In*| < 2.1 requirement is maintained, however electrons falling into the gap between the barrel
and endcap (1.444 < |nf| < 1.566) are discarded. The signal electron object must pass a set
of strict identification requirements (tight ID). An additional collection of veto electrons are
selected using a lower pf, > 15 GeV and a looser set of identification criteria (veto ID).

Electron identification

Further identification requirements are placed on the PF electrons in order to be used as
analysis objects. The additional requirements are combined into an electron identification which
provides more discrimination for isolated signal electrons against hadronic jets and nonprompt
sources of electrons. The electron identification criteria are defined in [156] and the tight and
veto IDs applied are shown in Tab. 6 for both the barrel and endcap regions of the detector.
The average efficiency of the tight ID is designed to be 70% and the veto ID to be 95%.

The shower shape variable oy, is the standard deviation of the position of the energy
deposited in a 5 x 5 lattice centred in the seed crystal. An electromagnetic shower will be
much more confined than a hadronic shower and therefore have a lower value of oy,,. The
absolute difference in 7 between the SC position and the electron track seed extrapolated to
the ECAL assuming no bremsstrahlung radiation is given by |A#ngeeq|. Similarly, the absolute
difference in ¢ between the SC position and the track direction at the primary interaction vertex
extrapolated to the ECAL assuming no bremsstrahlung radiation is given by |Agi,|. Additional
particles present in hadronisation processes bias the position of the SC due to the increased
bending of low-pr radiations. The ratio of the hadronic energy to the electromagnetic energy
H /g is smaller for deposits from electrons than from hadrons. A tighter requirement on the PF
isolation, with effective area pileup correction, using a cone size of R = 0.3, is included. The
effective area method removes pileup contributions by calculating the product of the effective
area that the electron is taking up in the detector and the median energy density of the event.
The median energy density is also known as the offset energy density and is discussed in more
detail in Sec. 5.2.3. It is more suitable than the AS correction, introduced in Sec. 5.1.7, due
to being insensitive to the electron radiations. The variable |1/e — 1/p| is proportional to the
radius of curvature of the electron track and gives additional discrimination against electrons
from conversion photons. The missing inner hits requirement provides a stricter track quality
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acceptance than present in the PF algorithm. A selected electron is not allowed to originate
from an identified conversion photon. In addition to the electron identification, the electron
must originate close to the primary vertex dy and close to the beam line d,.

Table 6: The identification criteria for signal electrons (tight) and veto electrons (veto). The
critera are split into the barrel and endcap regions at |ngc| = 1.479

Tight Veto
ID variable Barrel Endcap Barrel Endcap
full 5 X 504y < 0.00998  0.0292  0.0115 0.037
| ANseed| < 0.00308 0.00605 0.00749  0.00895
| Adin| < 0.0816  0.0394 0.228 0.213
a < 0.0414 0.0641  0.356  0.211
PF I.q with EA correction < 0.0588  0.0571 0.175 0.159
% — % < 0.0129 0.0129 0.299 0.15
Missing Inner Hits <= 1 1 2 3
Conversion Veto Y Y Y Y
Additional to ID
do (cm) < 0.05 0.10 0.05 0.10
d,(cm) < 0.10 0.20 0.10 0.20

5.2.2 Muon objects

Signal analysis muons must have a p5 > 26 GeV, similarly imposed from the efficient operation
region of the HLT IsoMu24 U HLT IsoTkMu24 trigger selection and must pass tight ID re-
quirements. Veto analysis muons have a p4 > 15 GeV, aligned with that in the e+jets channel
and must pass a loose muon ID.

Muon identification

Analysis muons are selected from the PF muons by applying a muon identification in an identical
manner to the analysis electrons. The criteria of the identity are listed in Tab. 7 [157]. Similarly
to the electrons, the tight ID is designed to operate at an average efficiency of 70%, and the
loose ID at 90%.

For signal muons, hits are required along the entire path of the muon from the silicon pixel
detector to the muon chambers. A good x?/ndf of the track fit is also required. Constraints
are placed with respect to the primary vertex and beam line as with the electron identification.
Finally, a more stringent selection on the PF I, using the Af pileup correction using a cone
size of AR < 0.4 is required.

5.2.3 Jet Objects

On top of the charged hadron subtraction in the PF algorithm, analysis jets are required to
have pr > 30 GeV, |n| < 2.4 and pass a loose ID shown in Tab. 8. The jet ID for PF jets
was introduced in [158]. To ensure a jet is not additionally classified as a lepton it must have
a minimum distance to the nearest lepton AR > 0.4. If the jet is close to a lepton then
it is assumed to have originated from that lepton and is consequently removed from the jet
collection.
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Table 7: The identification criteria for signal muons (tight) and veto muons (loose).

ID variable Tight Loose
is PF muon Y Y
is global or tracker muon Y Y
Pixel hits > 0 —
Tracker layer hits > > —
Muon stations hit > 2 —
Muon chambers hit > 1 —
x%/ndf < 10 —
do (cm ) < 0.2 —
d.(cm) < 05 —

Additional to ID
PF I,q with A correction <  0.15 0.25

Table 8: The identification criteria for signal jets.

ID variable Loose
Neutral hadron fraction < 0.99
Charged hadron fraction > 0
Neutral electromagnetic fraction < 0.99

<

>

>

Charged electromagnetic fraction 0.99
Number of constituents 1
Number of charged constituents 0
Muon fraction —

The response of the reconstructed jets is not equal over the entire phase space of the CMS
experiment and needs to be corrected. These are called jet energy corrections (JECs) and
consist of correction to the jet energy scale (JES) and jet energy resolution (JER). Once the
reconstructed jets have been fully calibrated, it is possible to probe them to try and identify
whether it has been initiated from a b quark. These calibrations and indentifications are
discussed in the following sections.

Jet energy corrections

The response from the detector calorimeters to particle energy is not linear meaning that a
simple translation between the reconstructed jet energy and the calibrated jet energy is not
feasible. JECs are used to provide the mapping between the measured and calibrated jet
energies. The JECs are applied sequentially with each step correcting the jet energy scale
(JES) according to the associated jet parameters (pr, 1, flavour). These steps are shown in
Fig. 33.

The first correction is applied to counteract additional energy in the jet, known as offset
energy, coming from pileup, the underlying event and electronic noise. In-time pileup is already
partially removed by the charged hadron subtraction algorithm, which accounts for ~ 50% of
the offset energy. The rest of the diffuse neutral energy and out-of-time pileup is removed on an
event-by-event basis using the hybrid jet area method dependent on the offset energy density,
p, and the effective jet area, A’°t. At is estimated by artificially adding a very large number
of infinitely soft four-momenta to the event, so as to have no effect on the properties of the
true jet, and clustering them into the true jets. The extent in 1 — ¢ is the active jet area. The
quantity p is taken as the median value of p*/aiet for all jets in the event. The use of the median
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Applied to simulation —

Figure 33: A schematic showing the factorised steps to correct the energy scale of a jet. These
consist of a pileup correction, detector response correction with additional residuals applied
in data and optional flavour corrections. All corrections marked with MC are derived from
simulation studies, RC stands for random cone, and MJB refers to the analysis of multijet
events. Schematic taken from [159].

creates an insensitivity to hard jets in the event. The correction is applied as

P = P — A (pon) + pB)IL+ () log ()], (5.10)

where pg, 8 and ~ are n-dependent variables which are estimated from simulated QCD dijets
processed with and without pileup overlay and parametrise the shape of the offset energy
distribution. Residual corrections are applied to data to correct for any differences seen in the
offset energy distribution seen in the data, using the random cone method on zero-bias events,
and simulation. Zero-bias events are events in which there is no hard-scattering process and so
any jet energies should come from pileup provided the electronic noise is small. The random
cone method estimates p by clustering jets around random cones, which map the full n — ¢
space, and taking the average jet pr. This correction removes any dependence of the jet energy
on the luminosity for the subsequent corrections.

Next, a second set of corrections are applied to both data and simulation to create a uniform
jet energy response with respect to pr and 7. This is done using a simulated QCD dijet sample
to compare the pr of the reconstructed jets to the particle-level jets. The response is defined as
the ratio of the average reconstructed jet pr to the average particle-level jet pr. The left panel
of Fig. 34 shows the simulated jet response at the end of Run 1 [159], which is used in the JEC
applied in this thesis. The preliminary measurement of the simulated jet energy response using
detector conditions during 2016 [155] is shown in the right panel of Fig. 34. The comparison
shows that the response of the jets has not changed significantly between different Run periods,
especially when considering jets with respect to the object selection used, pr > 30 GeV and
In| < 2.4.

Residual corrections are calculated from data and applied to correct small differences seen in
the jet energy response between simulation and data. These consist of a n-dependent correction
determined from QCD dijet events relative to a barrel reference jet of similar pt and a correction
on jet energy scale with respect to pr. The pr correction is based on Z/v+jets and QCD multijet
events. Finally, optional corrections based on the response of different particle flavours can be
applied. These flavour corrections are derived from simulation and are not applied in this thesis.

The JECs correct the JER as well as the JES. The JER scale factors to do this, SFggr, are
determined from the ratio of data to simulated QCD dijet events with respect to pr, n and the
number of additional interaction vertices. On top of aligning the average values of the JER,
the spread of the resolution, which in simulation is smaller than that seen in data, needs to be
smeared in simulation to match data. A hybrid of two approaches is used to correct and smear
the resolution in simulation. If a calibrated jet is well matched to a particle-level jet such that
the distance between the centres of the cones of each jet is less than half the cone size

AR < g, (5.11)
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Figure 34: The simulated jet energy responses at 8 TeV, in the left panel, and 13 TeV, in the
right panel, as a function of pr and 7. Figures taken from [159] and [155] respectively.

and the difference in pt satisfies

ptcl

[pr — PR°| < 303ER P, (5.12)

sim
where ojgR

rescaled by

is the relative pr resolution as measured in simulation (°»r/pr), then the jet pr is

ptcl

P — Py
pr
However, if the calibrated jet is not able to be well-matched then a stochastic smearing can be

applied to degrade the resolution of the jet according to

+ (SFypr — 1) (5.13)

)/ max(SF3pg — 1,0). (5.14)

The essentially smears the SFjgr to be applied to each jet by multiplying it with a random
number sampled from a Gaussian distribution, N(0,o55L), centred on 0 with a standard de-
viation given by the relative pr resolution in simulation. Both methods, ensure that the JER

correction is never negative, instead being truncated at 0.

14+ N(0, 055R)

Identification of b quark jets

The properties of a jet arising from a b quark are different enough to those of a jet initiated
from a light u, d or s quark or a gluon, that it is possible to discriminate between them. The
ability to identify jets as originating from a b quark is very important for many areas of particle
physics, especially those involving the top quark. This is because the top quark decays almost
exclusively to a b quark and therefore a significant discrimination between signal top quark
events and background processes can be achieved by adding a requirement on the number of
b quark jets present in an event. The crucial aspect of the discrimination arises from the
formation of B hadrons from the b parton, which have a longer lifetime and typically travel
a few millimetres in the detector before decaying. The discriminating variables include the
displaced tracks from the secondary vertex, the impact parameter, the increased fragmentation
due to the higher b quark mass which can lead to both increased pr measurements with respect
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Figure 35: An illustration of a jet from a heavy flavour quark. A hadron is formed with
a lifetime of ~ 1 ps which decays at a displaced secondary vertex (SV) with respect to the
primary interaction vertex (PV) and hence has a large impact parameter (IP). Figure taken
from [160].

to the jet axis and a greater proportion of charged leptons in the jet constituents. Figure 35
shows an illustration of a heavy-flavour jet associated to a secondary vertex.

Several b quark tagging algorithms are documented in [160], which use multivariate tech-
niques or deep learning to perform b quark jet discrimination. The combined secondary vertex
algorithm (CSVv2), is chosen for this thesis because it is a well established, efficient algorithm.
It assigns a value to each jet between 0 and 1 and where the closer the discriminating value is
to 1, the more likely the jet is to originate from a b quark. The flavour composition of jets with
respect to CSVv2 discriminant is shown in Fig. 36, after a basic event selection has been ap-
plied to a tt simulation. This event selection includes at least two jets with a CSVv2 > 0.8484,
defined as the medium working point of the algorithm, which is designed to have a misidenti-
fication rate of &~ 1%. The b quark jets in this thesis also use the medium working point and
a breakdown of the tagging efficiencies is shown in Sec. 6.3.
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Figure 36: The flavour composition of jets from a tt model simulation. A simple event selection
is performed requiring an isolated lepton, four jets with pr > 30 GeV of which two are required
to have CSVv2 > 0.8484. Figure taken from [160].






CHAPTER 0

Event selection and corrections

With the complete reconstruction of events in both data and simulation it is possible to begin
forming an analysis. An event selection, based on the single lepton final state of tt decay,
can be created and applied using the analysis objects. The event yields are calculated as
a function of the seven kinematic event variables to be used in the differential cross section
measurements. Differences between data and simulation are observed in the efficiencies for the
various algorithms applied, such as in the reconstruction or identification of leptons and so the
yields in simulation need to be corrected to match data. Once the yields have been calculated
after all corrections are applied, the reconstructed tt yield can be measured by subtracting
the yields for the single top quark and vector boson backgrounds, as well as the data-driven
estimate of the multijet-QCD background.

6.1 The event selection and kinematic event variables

The differential tt cross section measurements with respect to kinematic event variables is
performed in the single lepton decay channel. The event selection is a set of criteria designed to
reflect this final state and is applied on the collections of particles created following the methods
described in Sec. 5.2. The event selection requires exactly one, isolated lepton, either electron
or muon, with zero additional leptons. A minimum of four jets is needed, one from each of the
t—bW decays, which is tagged as originating from a b quark and two from the hadronic decay
of one of the W bosons. No upper limit is set on the jet multiplicity to allow for additional
jets from initial and final state radiation to be present. An amount of missing pr is expected
in the event, stemming from the neutrino produced, however this is not included as part of the
event selection. This is because the purity of the tt events is not improved significantly and
it allows for the full p*s spectrum to be used as one of the kinematic event variables of the
measurement.

As stated in Sec. 2.7.3, the measurement described in this thesis relies on seven event

miss

variables which are Nies, Hr, St, p2ss, p¥, p% and |n°|. They are defined in the following way:
o Njes is the multiplicity of jets in the event with pr > 30 GeV and |n| < 2.4.

e Hr is the hadronic activity of the event and defined as scalar sum of the pr of these jets.
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pr** is defined as the magnitude of the missing pr, as defined in Sec. 5.1.6.

p% is the magnitude of the prr of the signal lepton.

[n*| is the absolute value of the pseudorapidity of the signal lepton.

St is the total activity of the event, including contributions from the jets, signal lepton
and p%ﬁss' It is defined as Hr + pfr + p%liss'

pw is the magnitude of the pr of the leptonically decaying boson defined as

\/ (pf + pmiss)2 4 (pf, 4 piiss)2, where 2 and y are the Cartesian components of the trans-

verse plane.

The event selection provides the reconstructed yield of events in data and simulation. There
are differences present in the efficiencies of several algorithms that have been applied to data and
simulation. The yields in simulation are subsequently reweighted to remove these differences
in efficiency. The following sections describe the weights to be applied to the simulation.

6.2 Reweighting from the number of additional interac-
tions

The number of additional proton-proton interactions in simulation differs from that seen in
data. The simulation is corrected, per event, to match data by applying a scale factor. The
scale factor is derived from the ratio of the expected number of additional interactions seen in
data and simulation. The expected number of additional interactions seen in data, NH32 is
estimated every bunch crossing using

Nggta = Ominbias X Lz (61)

The parameter oinnias is the total inelastic cross section, taken as 69.2 mb, and L; the instan-
taneous luminosity in the luminosity section i. The distribution of the number of additional
interactions in simulation, N5 is taken from the expected probability distribution of the num-
ber of additional interactions, including interactions from out-of-time pileup. This is because
the simulation is often generated before the running conditions in the detector are known. The

scale factor applied to simulation is then calculated by

Data
_ NPU
- Sim *
NPU

wpy (6.2)

As the number of additional interactions in an event can only be estimated in data, the
reweighting can most easily be shown in an observable variable highly-correlated to it, that of
the number of reconstructed primary vertices. The left panel of Fig. 37 shows the difference seen
in the number of reconstructed primary vertices after full event selection, between simulation
and data. The right panel of Fig. 37 shows the effect of applying the reweighting. It manages
to correct some of the difference seen in the vertex multiplicity distribution, but not all. When
varying ominbias up and down by its uncertainty of +4.6%, as seen in Fig. 38, the difference is
covered. Therefore, it is reasonable to use the current additional interaction reweighting, when
propagating the uncertainty through to the final measurements.
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Figure 37: A plot showing the distribution of the number of reconstructed primary vertices in
simulation and data. The left panel shows the distribution before pileup reweighting and the

right panel after.
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Figure 38: A plot showing the distribution of the number of reconstructed primary vertices in
simulation and data. The left panel shows the reweighting after varying opinpias down by it
uncertainty and the right panel after varying oinbias Up by its uncertainty.
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6.3 Reweighting from b jet identification

The probability for an event to contain a given configuration of ¢ b tagged jets and j non-b
tagged jets is not the same in data and simulation. The simulation is corrected, per event, to
match data by applying a weight

P(Data)
Wp = ma (6.3)
where
Pisim)= J[ &« ] @-¢) (6.4)
i = tagged j = not tagged
and

P(Data)= [ SFies ] (1-SFse). (6.5)
i = tagged 7 = not tagged

The scale factors SF; (pr,n, flavour) take into account the efficiency differences in b tagging
between data and simulation (epata/€evc) and are derived as a function of pr, n and flavour (b
quarks, ¢ quarks, or light quarks and gluons [udsg]). The b tagging scale factors are computed
in [160], with samples of jets enriched in b quark content, such as dilepton tt or muon-enriched
multijet events, and using a combination of methods such as likelihood fitting and the tag-and-
probe method. The b jet tagging efficiency, €; (pr,n, flavour), is the efficiency for a jet to be b
tagged in simulation and are also calculated as a function of pr, 7 and flavour. They are derived
for the CSVv2 algorithm, using the POWHEG+PYTHIA tt simulation and are taken as the ratio
of the number of jets tagged as originating from a b quark to the total number of actual b jets.
Figure 39 shows the b jet tagging efficiencies, which for genuine b jets is &~ 60 — 70% and for
misidentified b jets stemming from ¢ quarks is &~ 15%, or from light quarks and gluons is ~ 1%.
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Figure 39: The left panel shows the b tagging efficiency with respect to jet pr and the right
panel with respect to jet n. Both panels show the efficiencies separated into b, ¢ and light
flavours.

The left panel of Fig. 40 shows the b jet multiplicity after the event selection, excluding
the requirement on the multiplicity of b jets, before applying the b jet reweighting and the
right panel after reweighting. The discrepancy in the first bin is covered by the uncertainty in
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multijet QCD, taken from simulation. The size of the multijet QCD normalisation uncertainty
is ~ 60%), as motivated in Sec. 6.5.
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Figure 40: The left panel shows the b jet multiplicity distribution before reweighting and the
right panel after reweighting.

6.4 Reweighting from leptons

The reconstruction, identification and triggering efficiencies of leptons are measured in data
and simulation, and corrected in simulation to match data. The electron efficiencies and scale
factors are derived using the tag-and-probe method following prescriptions defined in [156] using
the clustering algorithm described in [147]| and are presented in [161]. Muon scale factors are
measured in a similar manner and are presented in [157,162]. In both channels the efficiencies
are measured from events containing a Z boson and the corrective scale factors are applied as a
function of lepton pr and supercluster pseudorapidity, nsc. The total lepton scale factors vary
between 0.95 and 1.

The electron ID scale factors are produced in bins of s coarse enough to have a significant
negative impact on measurements of |‘|. This is because the high resolution of |n‘| allows
for fine-bin measurements and the application of the scale factors would cover several bins. It
is therefore not appropriate to use these electron ID scale factors for the |n‘| event variable.
The scale factors are therefore rederived with respect to a finer 7sc binning scheme, which was
used in the production of the electron reconstruction scale factors, over an identical pt range.
The rederivation used an identical method to that used to calculate the original scale factors.
Figure 41 shows the efficiency of the electron ID in data (points) and simulation (dashes) and
the scale factor to be applied is the ratio. This new scale factor is only applied for the |n’|
differential measurements.

6.5 Multijet QCD

The multijet QCD background is notoriously hard to model and as such a data driven approach
is used to estimate its contribution in the signal region from an orthogonal control region (often
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Figure 41: The electron identification efficiency for data and simulation calculated with events
with a Z boson present using the tag-and-probe method. Electrons are selected within a pr
range of 34 — 500 GeV. The ratio of the two efficiencies is the finer binned scale factor applied
to the |n‘| measurements.
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referred as the nominal control region). Each multijet QCD control region is designed to be
enhanced in multijet QCD. To achieve this in the e+jets channel the QCD event selection
inverts the isolation requirement in the electron ID given in Tab. 6. For the p+jets channel
the control region event selection requires 0.15 < [ < 0.30. In addition to the isolation
requirements both cases also require exactly zero b tagged jets. In these multijet QCD control
regions, the contribution of tt, single top quark, and V-jets background is estimated from
simulation to be & 15 — 20%. These estimates are subtracted from the data to extract the
shape of the multijet QCD in data. The QCD distributions are then scaled to the signal region
by a transfer factor derived from simulation

NI o

tf - NControl )
QCD,MC

where Ngig%&flMC and NG&ERic are the total number of events of the QCD simulation in the

signal and control regions respectively. The transfer factor for the control region in each channel
is shown in Tab. 9, along with an alternative, orthogonal control region in that channel.

The alternative control region is used to validate the use of the nominal control region. The
QCD contribution is estimated in an alternative control region using the shape calculated from
the nominal control region. The prediction can then be compared to shape of the data-driven
qcd, derived from the alternative control region. The comparison can also yield a sense of the
magnitude of the shape and normalisation uncertainties on the data driven QCD estimate. In
the e+jets channel the alternative control region uses an electron ID where the conversion veto
or missing hits criteria has been inverted and in the p+jets channel the 0.30 < [, < 0o region
is used. Both still require exactly zero b tagged jets. The data-simulation comparison plots
of the event variables in the multijet QCD control regions for the e+jets channel are shown in
Figs. 42, 43, 44 and 45 and for the pu+jets channel in Figs. 46, 47, 48 and 49.

Figures 50, 51, 52 and 53 show the data-driven QCD estimates in the alternative control
region compared to the QCD calculated by subtracting backgrounds from the data in the
alternative control region. The differences between the two predictions show the accuracy of
the prediction, which is expected to be similar for the prediction in the signal region. The size
of the uncertainty of the QCD prediction in the signal region can therefore be inferred from
the discrepancies seen in the alternative control region. The average offset from unity in the
ratio of the two QCD yields gives the measure of the normalisation uncertainty, ~ 60% (gold
band) and the variation of the ratio over the range of bins gives a measure of the size of the
shape uncertainty, ~ 30% (grey band). The regions where the ratio is outside these uncertainty
bands the expected contribution of QCD is negligible, e.g. at high piiss.

In actuality, the multijet QCD uncertainties are propagated, separately for each decay
channel, to the final measurement by swapping either the shape or the transfer factor used in the
multijet QCD prediction. For the multijet QCD normalisation uncertainty the nominal QCD
shape is used with the alternative transfer factor, and for the multijet QCD shape uncertainty,
the alternative QCD shape is used with the nominal transfer factor.

Table 9: The transfer factors to the signal region from the four multijet QCD control regions.

Control region Transfer factor
Non-isolated electron 0.27
Conversion electron 0.03
Non-isolated muon 0.15 < I, < 0.30 0.11
Non-isolated muon 0.30 < I,q < 00 0.08
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Figure 42: The distributions of the Ny, Hr, St and p'™ event variables in the non-isolated
electron control region. The ratio of the number of events in data to that in simulation is shown
below each of the distributions, with the statistical uncertainty in data given by the vertical
error bars.
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Figure 43: The distributions of the p¥, pf and |n‘| event variables and I,¢ in the non-isolated
electron control region. The ratio of the number of events in data to that in simulation is shown
below each of the distributions, with the statistical uncertainty in data given by the vertical
error bars.
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Figure 44: The distributions of the N, Hr, St and pP™ event variables in the conversion
electron control region. The ratio of the number of events in data to that in simulation is shown
below each of the distributions, with the statistical uncertainty in data given by the vertical
error bars.
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Figure 45: The distributions of the p¥, p4 and |n‘| event variables and I, in the conversion
electron control region. The ratio of the number of events in data to that in simulation is shown
below each of the distributions, with the statistical uncertainty in data given by the vertical
error bars.
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Figure 46: The distributions of the Njes, Hr, St and PSS event variables in the non-isolated
(0.15 < I e < 0.30) muon control region. The ratio of the number of events in data to that
in simulation is shown below each of the distributions, with the statistical uncertainty in data
given by the vertical error bars.
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Figure 47: The distributions of the p¥, pf and |n‘| event variables and I,¢ in the non-isolated
(0.15 < Ig < 0.30) muon control region. The ratio of the number of events in data to that
in simulation is shown below each of the distributions, with the statistical uncertainty in data
given by the vertical error bars.
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Figure 48: The distributions of the Njes, Hr, St and p%liss event variables and I, in the non-
isolated (0.30 < I, < 0o) muon control region. The ratio of the number of events in data to
that in simulation is shown below each of the distributions, with the statistical uncertainty in
data given by the vertical error bars.

82



35.9 b1 (13 TeV) 35.9 o' (13 TeV)
22910 {1

—70000F " " T 1 ' M =~ [T L L A
% - CMS unpublished " 250000 CMS unpublished 1
O 60000 - Non-iso i + jets (0.3 < hei < o0) 1 O L Non-iso i + jets (0.3 < ke < 00) i
Te) r 1 o r ]
o : $ Data - 40000 | $ Data ]
50000 - . i - ® r . 1
S e = Singletop | & Lo BN Singletop |
> 40000 - B V+jets 1 >1300001 B V+jets ]
- . 1 Qcp o ) 1 acp 1
30000 - . I ]
[® 1 20000 —
] [ . ]
© 10000 - -
] 0 la o PN ! | | |
176 T T L B ! 17F T AR I R A
© £ 1 8|o r ¢ ¢ IIL L)
TO 10%°% e qee .o ‘} %++ T 1.0 #*tegesii 2t 5t ee 12 TR ;
Ql& g . L) =] g s A ITY) t el I L
0.3 . R RN 2 S0 A T Rl o X 3= ‘mH‘\HH\H‘?\*HQ‘MH*
0 200 400 600 800 50 100 150 200 250 300 350
py (GeV) Pl (GeV)
35.9 b1 (13 TeV) 35.9 fb~1 (13 TeV)
—~ F L L e A SR 7 F T T I
g 17500 - CMS unpublished 5 1050 CMS unpublished ]
\\(; - Non-iso i + jets (0.3 < kel < o0) 1 U>J = Non-iso 1 + jets (0.3 < e < 00) E
-~ F 8 [ ]
& 15000 |- ¢ Data . 10¢. & Data B
b F .t ] Eom i E
12500 = - B Singletop | . - W Single top ]
i - B Vijets ] 10° = mmm Vajets
10000 § [ QCD . - [ Qcb
] 10% -
7500 . g
] 10" =
5000 . ;
2500 ] 100
0 y 10-1 Lo ! Ll
7B T ‘ I R N Ty TR Te
S8 10t et eets T hopat WL
c|® 1.0 ¢ e o @ 1 ®(® 1.0¢ T g i i
=) E [] 10Ol r + T T I T II 3|
030 v v 06, . 1. ,\,H‘\ R
0 1 2 3 4 0.1 0.2 0.3 0.4 0.5 0.6
77’ /rel

Figure 49: The distributions of the p¥, p% and |n‘| event variables and I,¢ in the non-isolated
(0.30 < o1 < 00) muon control region. The ratio of the number of events in data to that in
simulation is shown below each of the distributions, with the statistical uncertainty in data
given by the vertical error bars.
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Figure 50: The prediction of multijet QCD for the Njes, Hr and St event variables in the
alternate control region from the nominal control region for each event variable in the electron
channel. Also shown as a comparison is the data-subtracted QCD estimate from the alternate
control region. Below each of the distributions, the ratio of the two QCD predictions is shown.
This ratio gives an estimation of the QCD normalisation uncertainty by the displacement from
unity and was taken to be £60% shown by the gold band. The QCD shape uncertainty is given
by the spread of the ratio, taken to be £30% shown by the grey band.
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Figure 51: The prediction of multijet QCD for the p2ss, p¥V p% and |n*| event variables in the
alternate control region from the nominal control region for each event variable in the electron
channel. Also shown as a comparison is the data-subtracted QCD estimate from the alternate
control region. Below each of the distributions, the ratio of the two QCD predictions is shown.
This ratio gives an estimation of the QCD normalisation uncertainty by the displacement from
unity and was taken to be £60% shown by the gold band. The QCD shape uncertainty is given
by the spread of the ratio, taken to be £30% shown by the grey band.

85



35.9 b1 (13 TeV)

[72] I I I I I I
= : = alternate QCD estimate
CICJ 100000 - CMS unpublished = nominal QCD estimate |
> u + jets
L
80000 — -
60000 -
40000 [~ -
20000 [~ -
0 ! | e - i
2 \ \ \ \ \
folke)
©|Q 1
Ol
! ! ! ! ! !
0 4 5 6 7 8 9
Njets
35.9fb~1 (13 TeV) 35.9fb~1 (13 TeV)
%) L . A S B S S s e e I7 L s s B e B B S B
= r f = alternate QCD estimate - = [ f = alternate QCD estimate |
o 50000 - CMS unpublished = nominal QCD estimate —| o 40000 - CMS unpublished =—— nominal QCD estimate _|
> T u+jets 1 > T u+jets 1
L F 4 L r ]
40000 [ . ]
[ ] 30000 N
30000 |- " . ¢ ]
[ ] 20000 - N
20000 =8§= ] 1
. ] 10000 L .
10000 - ] Y 1
‘ :.’:'=H!.5 - ] N IR w:::'mﬁg_
2
gld o EREESSSS
© | O ] © | O 1E ]
(=}l F 1 0o r ]
0:‘\“‘\“‘\“‘\“‘: 0:‘\“‘\“‘\“‘\“‘:
200 400 600 800 1000 200 400 600 800 1000
Hr (GeV) St (GeV)

Figure 52: The prediction of multijet QCD for the Njes, Hr and St event variables in the
alternate control region from the nominal control region for each event variable in the muon
channel. Also shown as a comparison is the data-subtracted QCD estimate from the alternate
control region. Below each of the distributions, the ratio of the two QCD predictions is shown.
This ratio gives an estimation of the QCD normalisation uncertainty by the displacement from
unity and was taken to be £60% shown by the gold band. The QCD shape uncertainty is given
by the spread of the ratio, taken to be £30% shown by the grey band.
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Figure 53: The prediction of multijet QCD for the p2ss, p¥V p% and |n*| event variables in the
alternate control region from the nominal control region for each event variable in the muon
channel. Also shown as a comparison is the data-subtracted QCD estimate from the alternate
control region. Below each of the distributions, the ratio of the two QCD predictions is shown.
This ratio gives an estimation of the QCD normalisation uncertainty by the displacement from
unity and was taken to be £60% shown by the gold band. The QCD shape uncertainty is given
by the spread of the ratio, taken to be £30% shown by the grey band.
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6.6 Data-simulation agreement in the signal region

Figures 54 and 55 show the agreement between the data and the sum of the signal and back-
ground events from simulation in the combined e+jets and p+jets channels. All corrections
previously described have been applied and the multijet QCD contribution estimated from data.
A total of 662 381 events are measured in data, compared to 647 892 events in simulation (after
averaging the contributions of the data-driven multijet QCD estimates). The simulation and
data agree to within 0.2%, indicating that the total cross section is compatible to that stated in
Sec. 2.7.1. The simulation predicts the composition of events to be 92.1% tt production, 4.4%
single top quark production, 2.1% V-+jets production and 1.4% from multijet QCD.

The statistical uncertainty in the data is given by vertical error bars. The hatched bands
shows the statistical uncertainty in the number of simulated events and experimental uncertain-
ties combined in quadrature. The set of experimental uncertainties include those from the JEC
and ps the luminosity, the pileup, lepton and b tagging scale factors and the background
predictions. These uncertainties are explained in more detail in Sec. 8.2.1. The ratios of the
event variables that are correlated to the pr of the top quark show that the prtrOlD is softer in
data than in simulation.

6.6.1 Top quark pr

The trend seen in variables correlated the pEFOp is a well known issue, with many other analyses

reporting the same effect, for example in [82,84,86,88|. The trend has been seen in:
e Dilepton, single lepton and hadronic final states
o /s=17,8 13 TeV
e Particle, parton and detector level
e 2D differential cross sections

When considering higher-order QCD corrections and/or EWK corrections [163] in the matrix-
element, the discrepancy is reduced, albeit not to zero. A correction can be applied when
measuring the pfrOp distribution, using a reweighting derived from data presented in [86, 164].
The weight is defined as

Wor = \/SEpP SFper, (6.7)

where the scale factor is measured to be
SFpp = £0-0615-0.0005.pr (6.8)

If the reweighting is applied to this measurement, the slope observed in the ratio of these
variables is indeed corrected, as shown in Fig. 56.

However, the choice of applying the reweighting of the pfFOp has consequences. It can have
a significant impact on other variables, especially the mass of the tt system, M;;. As the
measurements presented in this thesis do not measure the ptTOp distribution, the correction is
not applied. It is, however, propagated to the final measurements as a systematic uncertainty,
and, looking ahead to Figs 77, 78, 79 and 80, the effect of the ptTOp reweighting applied to the
POWHEG+PYTHIA model can be compared to the differential cross section measurements.
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Figure 54: The distributions of Njes, Hr and St after full event selection. The tt simulation
is normalised to the NNLO prediction. The ratio of the number of events in data to that in
simulation is shown below each of the distributions, with the statistical uncertainty in the data
shown by the vertical error bars. The statistical uncertainty in the number of simulated events
quadratically combined with the experimental uncertainties is shown by the hatched band.
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Figure 55: The distributions of pss, pW . pf and || after full event selection. The tt simulation
is normalised to the NNLO prediction. The ratio of the number of events in data to that in
simulation is shown below each of the distributions, with the statistical uncertainty in the data
shown by the vertical error bars. The statistical uncertainty in the number of simulated events
quadratically combined with the experimental uncertainties is shown by the hatched band.
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6.6.2 Calculating the yield of top quark pairs

The tt yield can be extracted from data by subtracting off the simulated backgrounds and
data-driven multijet QCD estimate. Events that are reconstructed but do not enter the visible
phase space at particle level, detailed in Sec. 7.1, are also subtracted. The extracted tt yields
are shown per bin for each event variable, in both the e+jets and u+jets channels, in Tab. 10.
The difference in the total tt yield between the event variables originates from the differences
in the predictions of the QCD background for each variable.

The yields are still dependent on the resolution, acceptance and efficiency of the detector
and would make any cross section measurement comparison only valid where both include the
modelling of the CMS experiment. This is time consuming in terms of simulation and does not
allow like-for-like comparisons with other experiments. The detector effects are corrected for
in the process known as unfolding.

Table 10: The yield of tt estimated from the data in each bin for each event variable, after the
backgrounds have been subtracted and the events not entering the phase space removed. The
combined total is also shown, where the differences are due to the multijet QCD estimation.

| Niets | Hry I St | p?iss | P};\v | Péf | ‘ n* |

| e+jets  p-jets | etjets ptjets | etjets p-tjets | etjets ptjets | etjets  putjets | etjets p+jets | etjets p-tjets
Bin 1 | 119093 199104 | 24766 43648 | 17251 34976 | 93510 148677 | 36616 73313 | 24136 95549 | 46964 68369
Bin 2 | 62708 102831 | 43925 76303 | 46290 82681 | 90590 154097 | 81633 141297 | 56492 86796 | 47170 71588
Bin 3 | 24527 39321 ' 46982 78608 ' 50965 85795 ! 26419 45211 ' 60153 91306 | 44433 61162 ! 42412 62465
Bin 4 | 8032 12904 ' 36136 59113 ' 38548 60701 ' 5383 8450 27720 38543 ' 31077 40540 ' 35970 52702
Bin 5 2392 3668 1 24622 38966 1 26213 39828 1 1292 2050 . 8535 11006 . 20509 26049 | 22080 43279
Bin 6 L975 1392 | 16473 25672 | 15801 23594 |, 588 825 | 2280 2818 | 13232 16857 | 12358 29249
Bin 7 - — 1 9941 15164 | 9751 13932 | — — ! 870 1040 | 9155 10745 | 7988 14065
Bin 8 ! | 6159 9113 ! 5671 7876 ! | 5938 6966 ' 3009 17546
Bin 9 R — 13700 5401 1 3115 4335 1 — e — 1 3889 4565 1 — —
Bin 10 T — | 2151 3100 | 1863 2453 |, — — - — 1 2653 3013 |, — —
Bin 11 I — 1107 1670 | 998 1327 | — — = — 11899 2100 | — —
Bin 12 ; LTS 887 | 589 742 ; | 1228 1398 !
Bin 13 b — 861 1222 1 565 755 1 — — — 1902 988 1 — —
Bin 14 — — 0 — — . = - = - — — 1 585 696 | — —
Bin 15 [— S — - - - — ! 595 614 | — —
Bin 16 ! ! ! ! ! 494 559 !
Bin 17 L= i — ! — — ! = — = — ! 538 642 1+ — —

Total (combined) 596084 ! 596123 ! 596128 ! 596137 ! 596120 ! 596135 ! 593396
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Figure 56: The distribution of the Ht variable after full event selection and the application of
top quark pr reweighting. With the application of the reweighting the ratio is now flat.

92



CHAPTER 7

Removing the CMS thumbprint

The detectors of the CMS experiment have a finite resolution, which can lead to mis-
measurements of the kinematic properties of particles and therefore bin-to-bin migrations when
reconstructed. Additional effects originating from the acceptance of the detector and the effi-
ciencies of the sensitive components of the detector are also introduced. Together, these effects
are known as the response of the detector.

When comparing to measurements from other experiments or to simulations without the
modelling of the detector, these effects, derived in simulation, need to be removed. This process
is known as unfolding. There are two common approaches to the level of unfolding. Firstly,
one can unfold to parton level which extrapolates the results with respect to the constituent
partons. This has large theoretical uncertainties stemming from the modelling of the parton
shower. In addition, these measurements are usually also extrapolated to the full kinematic
phase space. The second option is to present the results to particle level, i.e. with respect to
the stable particles produced after the shower modelling, where stable particles are, for this
purpose, defined as particles with a lifetime longer than 30 ps, in a phase space close to that
accessible by the CMS detector.

7.1 Particle level measurement

This thesis presents measurements at particle level in a phase space chosen to closely resemble
that used to select events in data. Particle-level objects are used to define the phase space which
is identical for both the e+jets and p+jets channels which allows for a consistent combination
after unfolding. Particle-level objects used to define the phase space are constructed from stable
particles produced in simulation by the event generator but before the detector interactions are
modelled.

The generator-level descriptions of the particles are based on the Robust Independent Val-
idation of Experiment and Theory (RIVET) framework [165], following prescriptions given
in [166]. Simulated electrons and muons not originating from a hadron or a quark are used
to define electrons and muons at particle level. Photons close to the lepton are assumed to
have radiated from the lepton, and are clustered with it using the anti-kt algorithm with a
cone radius, R = 0.1. Particle-level jets are constructed by clustering all stable particles, ex-
cluding those used in defining the leptons, with the anti-kt algorithm with R = 0.4. As the b
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hadronises into a B hadron and travels up to a few cm through the detector before decaying, a
particle-level jet is tagged as originating from a b quark if the initiating particle is a B hadron.
The particle-level pi is calculated from all stable visible particles.

The common, visible phase space to be used in the combination of the e+jets and u+jets
decay channels is given by a single particle-level electron or muon with pr > 26 GeV and
In| < 2.4. Events with additional leptons of pr > 15 GeV and |n| < 2.4 are not permitted. The
particle-level jet selection differs slightly from that in data. The three leading particle-level jets
must have a pr > 30 GeV, however the pr requirement for the fourth jet is relaxed to > 20 GeV.
Two of the particle-level jets need to be tagged as originating from a b quark. The variables
Hr, St and Njes are subsequently calculated with respect to all jets with pp > 20 GeV.

As stated in Sec. 6.6.2, the yield of tt events for each bin in data is obtained by subtracting
the contribution of each background process. In addition, the contribution of tt events which
satisfy the selection criteria, but do not enter the visible phase space at particle level, is esti-
mated from simulation and subtracted from the data. This accounts for ~ 7% of all tt events
and are predominately those in which one of the jets fails the particle-level jet selection, but
passes the reconstructed jet selection because of the resolution of the detector. The relaxed
particle-level jet selection reduced this fraction from ~ 20% to create the largest possible data
sample. The effect on the total uncertainty from this additional extrapolation is negligible.
No selection is applied on the decay channel of the top quarks, so the phase space does not
exclusively contain single electron or muon tt events. In particular, there are contributions from
events where one top quark decays to a tau lepton and subsequently to an electron or muon,
or where both top quarks decay leptonically but one lepton is not within the particle-level
acceptance.

7.2 Choice of bins

Events can migrate between bins of the measurement because of the finite resolution of the
CMS detector, i.e. the reconstructed variable can have a different value, and so can be in
a different bin, compared to the particle-level variable. The choice of binning used in the
migration matrix between the reconstructed distributions and the particle-level distributions
can be used to minimise the migrations. The binning scheme for each of the event variables,
with the exception of the jet multiplicity whose binning is naturally defined, is created by
iteratively adding together fine bins of that variable until a set of binning criteria is met.

The primary criteria to reduce the level of migration can be represented by the purity p and
stability s of the bin which are defined as

i Nl?ec&
gen
p=—— (7.1)
NIZ‘GC
and .
K3
st = —reckeen (7.2)
Ngzgen
where N _ ggen 18 the number of events generated and reconstructed in bin ¢ and Ni (Ngen) is the

number of events reconstructed (generated) in bin i. Purity measures the effect of migrations
into bins and stability migrations out of bins. By requiring p’ and s > 0.6 an acceptable
balance between the minimisation of the migration of events between bins and the retention
of information is obtained. The purity and stability selections are reduced to 0.5 for p2ss, due
to its naturally low resolution. Figures 57 and 58 show the purity and stability of bins in the
e-+jets channel. The corresponding purities and stabilities of the bins in the p+jets channel are
shown in Figs. 90 and 91 in App. A.
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Figure 57: The purity and stability of the bins in the e-+jets channel, measured using the
POWHEG-+PYTHIA simulation sample, for the Njes, Hr and St event variables.
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Figure 58: The purity and stability of the bins in the e-+jets channel, measured using the
POWHEG+PYTHIA simulation sample, for the piis pW p& and |n‘| event variables.
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On top of purity and stability, a few other restrictions are required for the choice of binning.
Each bin of a variable must be at least as wide as the typical resolution above and below the cen-
tre of that bin. The resolution is defined as the standard deviation of the Gaussian distributed
residuals (Vreco — Ven) Of a variable that have been calculated from the POWHEG+PYTHIA
simulation. Figure 59 shows an example of a comparison between the resolution, half-bin width
and the absolute values of the residual. It uses events from both the e+jets and u+jets channels,
in the Hr bin spanning 220 — 275 GeV. Tables 11 and 12 show the resolution and bin width

Simulation (13 TeV)
T T | T T T

Zq00p- 0 o duals ]
- CMS unpublished esiquals 7

_ ) — Resolution -

-1, e, u + jets combined g i
6000 - — Bin Width /2 -
i Bin width: ]
5000 - 220.0 - 275.0 GeV ]
i Resolution: j
4000 7 26.94 GeV 7
3000 |- .
2000 |- .
1000 |- .
ol T

0 150 200

Hy Residual (GeV)

Figure 59: The residual distribution for the Hrt event variable using events from both the
e+jets and p+jets channels. The resolution is given as the vertical red line and compared to
the half-bin width, given as the vertical blue line.

comparisons for each bin of each variable in the e+jets and p+jets channels respectively and
the complete set of residual distributions are shown in App. B. The number of reconstructed tt
events in each bin, as estimated from simulation, needs to be at least 500, which corresponds
to a maximum statistical uncertainty of ~ 5%. If the final bin contains less than 500 events
it is merged with the previous bin. This requirement is to ensure the migration matrices used
in the unfolding procedure do not introduce a bias based on the statistical fluctuations of the
simulation.

Figure 60 shows an example of the fine bin migration matrix between the reconstructed
distribution and the particle-level distribution for the Ht event variable in the e-+jets channel
on the left panel and p-+jets channel on the right panel. The best binning scheme calculated is
overlaid in red. The migration matrices for the e+jets channel, calculated using the common
binning scheme, are shown in Figs. 61 and 62 Similarly, the migration matrices for the p+jets
channel are shown in Figs. 101 and 102 or App. C. The binning requirements result in close-
to-diagonal migration matrices with an acceptable statistical uncertainty.
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Figure 60: The left panel shows the mapping between the reconstructed and particle-level
distributions of the Hr event variable in the e+jets channel and the right panel in the p+jets
channel. The chosen common binning scheme passing all criteria is overlaid in red.
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Figure 61: The set of migration matrices calculated using the POWHEG+PYTHIA simulation

sample for the Njes, Hr and St event variables in the e+-jets channel using the common binning
scheme.
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7.3 Unfolding

There are a few different ways to perform the unfolding. Two examples are the iterative
D’Agostini method [167] and the TUnfold algorithm [168]. The D’Agostini method is motivated
by Bayesian statistics, requiring knowledge of a prior, in this case the particle-level distributions.
Iteration of the algorithm reduces bias from the prior, however it also makes error propagation
much more complicated. Alternatively, the TUnfold algorithm uses a more intuitive, least
squares method of estimating the true distribution. However, it can suffer from an amplification
of statistical fluctuations of the data, introduced by the inversion of the, often ill-conditioned,
migration matrix.

The unfolding performed in the measurement presented in this thesis uses the TUnfold
algorithm, because of its intuitiveness. A schematic of the unfolding process is shown in Fig. 63.
It shows the relation between the true distribution, #, and the measured distribution, . The
migration matrix, A, describes the migrations from a bin of the true distribution into any of
the reconstructed bins. The average expected count of events, ¥, differs from the observed event
counts due to statistical fluctuations.

--------------------------------------------------

(> A

..................................................

..................................................

+ statistical fluctuations

[T T T T T T iily

Figure 63: A schematic view of the migration effects and statistical fluctuations. Figure taken
from [168].

The TUnfold algorithm uses a least squares method of estimating the true distribution, &,
from the reconstructed distribution, y. Statistical fluctuations are smoothed using Tikhonov
regularisation [169,170]. The algorithm works to minimise

L(z) =Ly + Lo (7.3)
by finding the stationary point, where
L= (y— A:Z’)TV;; (¥ — AZT) (7.4)
and
Ly =137 — 7o) (LTL) (% — ). (7.5)

L1 represents the least squares minimisation and £, describes the regularisation. £ involves
the measured observable distribution i composed of m bins and the inverse of its covariance
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matrix, V;yl. The covariance matrix is diagonal and holds the square of the statistical un-
certainties in . The migration matrix A is derived from the simulated POWHEG-+PYTHIA
sample.

Lo damps fluctuations in & stemming from statistical fluctuations in . The parameter 7
defines the strength of the regularisation. If it is too small then the unfolding is essentially
unregularised, with the large negative correlations between neighbouring bins, introduced by
the inversion of the migration matrix, enhancing the effect of statistical fluctuations in z. If
it is too large then the result will be biased towards the POWHEG+PYTHIA model, given by
Zo. The regularisation can be applied by suppressing the differences in the size, derivative or
curvature (second derivative) of & — ¥y. When regularising by the derivative or curvature there
are generally some positive correlations introduced between measurement bins. This is useful
as it will cancel some of the negative correlations introduced by the unregularised unfolding
term L, and for some value of 7 the total correlation between bins of the measurement will
be minimal. The choice of regularisation is given by the L matrix. This thesis regularises by
curvature, approximated by (z;11 —z;) — (x; —2;_1) leading to an L matrix of order (m—2) xm,
where non-zero elements are present in elements L;; = 1, L; ;11 = =2, L; ;40 = 1.

The regularisation strength parameter 7 is calculated by minimising the average global
correlation coefficient. The components of the global correlation coefficient, p;, are taken from

the covariance matrix V,,
1
\/ (Vi )ii(Vax)ii

and the average global correlation is defined by
Pi
Lt 7.7
2w (7.7

where n is the number of bins at particle level. Scans of the average global correlation coefficient
in the e+jets channel over a range of regularisation strengths are shown in Figs. 64 and 64, with
the best 7 highlighted at the minimum. Similarly, the best regularisation strength is shown
in Figs. 64 and 64 of App. D for the u-+jets channel. These are the regularisation strengths
applied in the unfolding of the reconstructed tt yields of the measurements presented in this
thesis.

7.4 Cross checking the unfolding

The unfolding is checked to ensure that negligible bias is introduced or mistreatment of the
uncertainties on the reconstructed data occurs. The checks are performed using the particle-
level truth information.

7.4.1 Checking the uncertainties

The effect of unfolding on the transformation of statistical uncertainties from the reconstructed
data to the unfolded data is checked by the distribution of pulls. A pull is defined as the ratio
of the difference between the number of unfolded events and the true number of events in a bin
to the uncertainty on the number of unfolded events

Pull’ = % (7.8)
unf

A set of pseudo experiments can be used to generate a pull distribution and if the mean and
width of the pull distribution are close to zero and one respectively, then the normalisation and
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Figure 64: A scan of the average global correlation coefficient with respect to the regularisation
parameter 7 in the e+jets channel, for the Njes, Hr and St event variables. The optimal 7 is
shown as a red point at the minimum of the scan.
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7 is shown as a red point at the minimum of the scan.
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statistical uncertainties of the unfolded distributions are treated correctly by the unfolding.
Each pseudo experiment unfolds a new reconstructed tt yield with a new migration matrix
and calculates the pull. The new tt yields and migration matrices are generated by throwing,
per bin, a Poisson distributed random number with an average equal to those found in the
corresponding bin of the POWHEG+PYTHIA simulation. A set of 5000 pseudo experiments are
generated in total to produce the pull distributions. An example is shown in Fig. 66 for the
Hrt event variable in the e+jets channel. It can clearly be seen that the mean and width of
the pull distribution are close to zero and one, so the unfolding is treating the uncertainty and
normalisation correctly. The same conclusion is drawn for the other kinematic event variables,
as shown in Figs. 67 and 68, where the means and widths are shown per bin and similarly in
the p+jets channel, shown in Figs. 105 and 106, of App. E.

Simulation (13 TeV)

— 7T T T 1 T T T 1 T T T 1 T T
CMS unpublished Npseudo experiments _ 5000
e + jets ‘ 1w=0.0£0.0

c=1.04£0.0

600

500

Npseudo experiments

300

200

100

4
Nunfolded _ Ntrue
o

Figure 66: The pull distribution combining the pulls from all bins for 5000 pseudo experiments
for the Hrt variable in the e+jets channel.

7.4.2 Checking for bias

The migration matrices are model dependent because they are constructed directly from a
simulated tt model. A model which poorly describes the data could introduce a bias in the
unfolded distributions. In addition, if a measurement is regularised too much, then a bias
towards the simulated tt model can be introduced. To test the size of any bias that could
be introduced, each distribution is reweighted up and down such that they form an envelope
covering any differences seen between data and the simulated POWHEG+PYTHIA sample. By
unfolding the reweighted distributions, using a migration matrix derived from an identical,
statistically independent POWHEG+PYTHIA sample, and then comparing to the true particle-
level reweighted distributions, any bias that has been introduced will be revealed.
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Figure 67: The pull mean and widths in relation to the bin numbers of the Njes, Hr and St
event variables in the e+jets channel. The 5000 pseudo experiments are generated from the
POWHEG+PYTHIA simulation.
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In‘| event variables in the e+tjets channel. The 5000 pseudo experiments are generated from
the POWHEG+PYTHIA simulation.
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The envelope covering the data-simulation differences is achieved by reweighting the particle-
level p&?p spectrum according to

w =1+ (pr® £ 100) x 0.001. (7.9)

Figure 69 shows an example of the envelope in the e+jets channel for the Ht event variable,
which does indeed cover the data-simulation differences. The full sets of the reweighted distri-
butions are given in App. F.
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Figure 69: The Ht event distribution of the POWHEG-+PYTHIA sample with the top quark pr
reweighted up and down to cover differences to data in the e+jets channel. The distributions
are normalised to one.

The bias is defined as the ratio of unfolded differential cross section, calculated using the
reweighted model tt yields, to the true model differential cross section. The calculation of
the differential cross sections are defined in Sec. 7.4.3. Figures 70 and 71 show the unfolded
model cross sections for the reweighted distributions compared against the true reweighted
model cross sections in the e+jets channel. They are similarly shown in the p+jets channel,
in Figs. 111 and 112, of App. G. Bias will be shown by pulling the unfolded cross sections
away from the true reweighted model cross sections. The ratios show the bias introduced by
using the POWHEG+PYTHIA model in the migration matrix, compared to the total systematic
uncertainty shown as the grey band. The systematic uncertainties are described in detail in
Ch. 8. Any bias seen is small compared to the total systematic uncertainty for the reweighted
samples. Bias measurements which have been calculated by unfolding alternative tt production
models with the POWHEG+PYTHIA model are shown in Figs. 113, 114, 115 and 116 of App. G.
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Figure 70: The cross sections for the reweighted models unfolded using the POWHEG+PYTHIA
derived migration matrix compared to the true model cross sections are shown for the Njes,
Hrt and St event variables in the e+jets channel in the upper panels. The lower panels give
the ratio of the two cross sections known as the bias.
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Figure 71: The cross sections for the reweighted models unfolded using the POWHEG+PYTHIA
derived migration matrix compared to the true model cross sections are shown for the p&iss,
pv, p& and |n’| event variables in the etjets channel in the upper panels. The lower panels

give the ratio of the two cross sections known as the bias.
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7.4.3 Calculating the cross sections

The yield of tt events are unfolded separately for the electron and muon channels to give the
total number of events at particle level in the common visible phase space. The unfolded tt
yields and their associated statistical uncertainties are added together in quadrature to form
the combined channel, e, u+jets.
The absolute differential tt production cross section with respect to kinematic event variable,
X, can be calculated from the number of unfolded tt events by
doy _ N

dX — LAXY (7.10)

It depends on the number of unfolded tt events in bin 7, Nif? the width of bin i, AX?, and the
integrated luminosity of the data, L. Measuring the absolute differential cross sections provides
maximal information about the cross sections and their associated uncertainties, however some
uncertainties are highly correlated between bins of the measurement and can therefore be
reduced significantly by normalising the differential cross sections. This allows for the shape of
the differential cross sections to be investigated more closely. The normalised differential cross
section is defined as , , ,
1 doy L N 1 Ny
o dX > I\ LAX? >, A\ AX?

(7.11)

where doj;/ax has been normalised by the total tt production cross section in the visible phase
space at particle level 0.

Before the measurements can be presented, a good understanding of the uncertainties on
the differential cross section measurements is needed. The treatment of the uncertainties is

explained in Ch. 8.
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CHAPTER &8

Cross section uncertainties

When performing the cross section measurements, there are many factors which can affect the
precision of the measurement. These effects are collectively known as uncertainties. They are
subdivided into statistical and systematic uncertainties, where the statistical uncertainty is re-
ducible by collecting more data and the systematic uncertainty by improvements in theoretical
or experimental knowledge. Many searches for rare SM processes are dominated by the sta-
tistical uncertainty, however due to the multitude of tt pairs produced, the differential cross
sections measured in this thesis are dominated by the systematic uncertainties.

8.1 Statistical uncertainties

The statistical uncertainties measured in the bins of each event variable in each channel are
typically very small, < 0.5%. Larger statistical uncertainties, ~ 5%, can be found in the final
bin of the differential cross section measurements where the largest is with respect to the ppiss
event variable at 5.8%

The statistical uncertainty from the finite size of the simulated POWHEG-+PYTHIA sample
used in the construction of the migration matrix for unfolding is also found to be very small,

with no contribution larger than 2.2%.

8.2 Systematic uncertainties

The systematic uncertainties are evaluated and propagated to the final result by recalculating
the migration matrix using a modified POWHEG+PYTHIA simulation and/or by modifying
the background predictions. The unfolded yields in the e+jets and p+jets channels are then
combined into the e, u+jets channel for each systematic variation, before the differential cross
sections are calculated. The uncertainty due to a particular systematic is taken as the difference
between the cross sections estimated from the systematic variation and the nominal model.
Specifically, it is calculated from the variance of the systematic uncertainty, implying an inherent
symmetrisation of each uncertainty.

If the systematic uncertainty is two sided, i.e. contains upward and downward variations,
then it is symmetrised according to the average of the variations. This symmetrisation proce-

113



dure only leads to correct uncertainty estimates if the upper and lower uncertainties are not
too different, which is the case for the two-sided uncertainties discussed in this chapter. Any
effect originating from the size of the asymmetries present in the systematic uncertainties is
small.

The systematic uncertainties can be split into two discrete categories. The first category
contains the experimental uncertainties, which represent our limited understanding of the de-
tector performance. The second is the set of theoretical uncertainties related to the modelling
of the tt event. They are discussed in more depth in the following sections.

8.2.1 Experimental uncertainties

The systematic uncertainties introduced by other experimental measurements, for example
those used in the calculation of scale factors, cross sections or other experimental quantities,
stem from the limited precision of those measurements.

Uncertainty in the luminosity

When the integrated luminosity is changed, the number of events in each bin and hence the tt
yield will change. The event yields are reweighted up and down according to the uncertainty of
the integrated luminosity of the data, which was measured to be £2.5% [171]. This uncertainty
is seen as 2.5% in the case of the absolute differential cross sections and is completely normalised
away in the normalised differential cross section measurements.

Uncertainty in the number of inelastic interactions

The uncertainty in the number of additional inelastic interactions in the same or nearby bunch
crossings is measured by varying the total inelastic cross section which is used in the calculation
of the pileup distribution as seen in Sec. 6.2, by its uncertainty of £4.6% [107]. The uncertainty
is typically very small at < 0.5%.

Uncertainty in b tagging efficiency

The uncertainty of the b jet identification and tagging efficiency in the simulation is taken from
the uncertainty in the b tag scale factors, dependent on pr, n and quark flavour [160|. The
contribution from light jets is calculated independently to that from the b/c jets. The pairs of
up and down variations are added in quadrature to give a total uncertainty. The uncertainty in
the b tagging efficiency is typically negligible for normalised differential cross sections, however
can be much bigger, &~ 3 — 5%, in the absolute differential cross section measurements.

Uncertainty in the lepton scale factors

There is an uncertainty present in the lepton correction factors used in the measurements
presented in this thesis. The uncertainty is estimated by simultaneously varying the scale
factors for the lepton identification, isolation, reconstruction and trigger efficiencies up and
down by their uncertainties. The uncertainties are small, typically < 3%.

Uncertainty in the jet energy corrections

The uncertainties in the JES and JER corrections are estimated as functions of jet pr and
n [159], by varying the scale factors by their uncertainties. As the corrections directly effect
the event selection, the variations must be applied before the event selection and propagated
through the measurements, as opposed to changing an event weight. It is, perhaps, unsurprising
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that the uncertainties in the JEC, particularly from the JES, are the largest contributions to the
total uncertainty for the variables relating to the hadronic activity of the event. The uncertainty
from the JES is typically = 5%, but can exceed 15% in the first bin of the St event variable.
In addition to the uncertainties of the jets in the event, the pss variable also depends on
the uncertainties of the pr of the reconstructed electron, muon, tau lepton and unclustered PF
candidates. The uncertainties on these PF candidates are propagated to the event variables

dependent on p2'* and are found to have a very small effect only. The uncertainties are typically
miss

1-2% with the largest coming from the misreconstruction of the muon pr on the p'ss variable
at 3.5% in one bin.

Uncertainty in the background cross sections

Variations in the background cross sections have a direct effect on the yield of tt events. The
uncertainties in the cross sections for the single top quark and vector boson backgrounds are
based on measurements performed in [172-174]. These measurements are performed in phase
spaces very different from that of the measurements presented in this thesis and so the un-
certainties have been inflated from +13% and +20% to £30% and +50% respectively. The
uncertainties from these backgrounds are typically small, < 5%, however in the final bins of the
p7 and pY¥ event variables the uncertainty in the single top cross section increases to around
7— 8%.

The uncertainty in the shape and normalisation of the multijet QCD is taken by using the
shape and normalisation prediction from the alternative QCD control region. This can lead to
uncertainties of up to +£30% and +60% respectively in any one bin. The uncertainty from the
prediction of the muon multijet QCD is negligible across all bins of all event variables, < 1%,
however the uncertainty from the prediction of the electron multijet QCD is large at high |n*|.

8.2.2 Modelling uncertainties

The systematic uncertainties in the modelling of the tt events are given by variations in a
complete set of associated parameters incorporated in the POWHEG+PYTHIA simulation. These
can either take the form of additional POWHEG-+PYTHIA simulations, stated in Tab. 5 or from
additional sets of weights stored in the main POWHEG-+PYTHIA simulation.

Uncertainty in the matrix-element and parton shower scales

The uncertainties in the modelling of the hard process are quantified though the matrix-element
energy scales: the factorisation and renormalisation scales. It is estimated by varying the
scales independently by a factor of two, up and down, and, additionally, varying the scales
simultaneously by the same factors. The choice of the factor of two is arbitrary, however, it is
seen as a sensible choice, because a variation which is too large can mean that the factorisation
and renormalisation scales become unrealistic.

As well as the uncertainties due from the energy scales in the matrix-element, the modelling
of radiation in the parton shower is also sensitive to the energy scale at which it is emitted,
(. The uncertainty from p in the ISR modelling is estimated by varying it up and down by a
factor of two. Similarly, the p in for the FSR modelling is varied up and down by a factor of
v/2. The variation is reduced to v/2 by constraints measured from the LEP collider [175].

The energy scales uncertainty is defined as the envelope of matrix-element and parton
shower scale uncertainties. The dominant component in the energy scales uncertainty originates
from the final-state radiation modelling. The uncertainty is large in the absolute differential
measurements, &~ 4 — 6%, but much reduced by the normalisation, in the normalised differential
measurements.
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Uncertainty in the matching

The matching of jets in the matrix-element to the parton shower, for the POWHEG+PYTHIA
model, was introduced in Sec 4.3. The hgamp parameter is used to regulate the number of high-
pr soft emissions. The uncertainty in the matching between the matrix-element and parton
shower is estimated by varying this hqamp parameter within its uncertainty, 1.5810:85 % my [80].
The uncertainty is small in comparison to other modelling uncertainties at 1 — 2%.

Uncertainty in the underlying event

The choice of the underlying event tune can have an impact on the measurements presented in
this thesis, because it is responsible for the number of MPIs and CRs that can happen in an
event. The uncertainty is estimated by varying up and down a number of tuned parameters of
the underlying event by their uncertainties. Details on the underlying event parameters can be
found in [80]. The uncertainty is of a comparable size to the matching uncertainty.

Uncertainty in the b quark fragmentation

The uncertainty in the transfer of momentum from b quarks to B hadrons is estimated by
varying the tuned parameter x, = p%/ptiet for each tagged particle level b jet up and down by its
uncertainty. The variables p& and pl%jet represent the transverse momenta of the B hadron and
the particle-level b jet respectively. The uncertainty is denoted as the fragmentation uncertainty
and is typically < 1%. An additional fragmentation uncertainty is also included by using the
difference to an alternative fragmentation model (Peterson model [176]), which is slightly larger

at 1 — 3% for the absolute cross sections.

Uncertainty in the single-lepton branching fractions of B hadrons

As well as the b quark fragmentation, the b jet energy response is sensitive to the single-
lepton branching fractions of B hadrons. The systematic uncertainty introduced by the choice
of branching fractions used in the POWHEG+PYTHIA model is estimated by reweighting the
fractions to those reported in the 2016 [10]. These uncertainties are negligible at < 0.3%.

Uncertainty in the CR

The uncertainty in the modelling of the CR of the event is estimated by comparing the cross
sections produced when including and excluding the colour reconnection on the top quark de-
cay products (Early resonance decays). Two additional uncertainties are included by using the
two different colour reconnection models discussed in Sec. 4.4.1, which are the QQCD-based and
Gluon move models. Each model is currently treated as a separate systematic uncertainty. Per-
haps a better way to estimate the uncertainty would be to take the envelope of all the models.
Figure 72 shows, for the absolute differential cross section measurement with respect to the Hr
event variable, an example comparison of the total uncertainty from the modelling of CR that
has been calculated both by adding the uncertainty from each model in quadrature and also
by taking the envelope of each uncertainty. The difference in the relative uncertainties between
the two predictions is of the order 2%, which is acceptable. Similar differences are also seen in
relation to the other event variables. Overall, the CR can introduce a large systematic uncer-
tainty in the differential cross section measurements, typically between 2 — 5%, but exceeding
10% in the case of one bin of the measurement with respect to the St event variable.
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Figure 72: The colour reconnection uncertainties for the absolute differential cross section
measurement as a function of the Ht event variable. Overlaid is the total colour reconnection
uncertainty calculated both by combining in quadrature and taking the envelope of th three
colour reconnection models. The grey band represents the total statistical uncertainty and the
gold band the total systematic uncertainty.

Uncertainty in the PDF

The NNPDF30 nlo _as 0118 PDF set used in this analysis defines the initial kinematic prop-
erties of the colliding partons used in the POWHEG+PYTHIA simulation of the tt events and
therefore can have an impact on the yields of the tt measured and the shape of the differ-
ential cross sections. The uncertainty is estimated by considering 100 independent replicas.
The RMS of the uncertainties, taken as the variations produced from each replica, is de-
fined as the PDF uncertainty. The uncertainty from the choice of ag = 0.118 used in the
NNPDF30 nlo as 0118 set is estimated by varying ag by £0.001 which is then combined in
quadrature with the PDF uncertainty. The PDF uncertainty is negligible with no uncertainty
larger than 0.6% in any bin.

Uncertainty in the top mass

The impact of the top quark mass on the tt signal selection efficiency is estimated by variations
from two independent samples simulated with m; = 169.5 GeV and 175.5 GeV. The variations
are then linearly scaled down to be comparable with the world top quark mass uncertainty of
+1 GeV given in the 2016 PDG [10]. This results in a systematic uncertainty of ~ 1 — 2%.

Uncertainty in the top pt

The effect of the top quark pr has been seen and discussed in Sec 6.6.1. The uncertainty
originating from the mismodelling of the top quark prt spectrum is estimated by reweighting
the pr distribution to that measured by [85,86|, using Eq. 6.7. The reweighting can cause the
yield of tt events to be modified by up to 20% in any one bin, however the total number of tt

events remains equivalent. The pEFOp reweighting results in a very small uncertainty at < 1%.

117



8.3 Summarising the uncertainties

A complete breakdown detailing the smallest and largest contributions over all bins of each
systematic uncertainty for normalised cross section measurements is shown in Tab. 13 and
for absolute cross section measurements in Tab. 14. Similar values for the total statistical
uncertainty, total systematic uncertainty and the total uncertainty are also shown. Sources of
uncertainty that only affect pi* are indicated by — for other variables. The typical uncertainty
for the normalised cross section measurements is below 5% but can be as large as 18%. For
the measurements of the absolute cross section the uncertainties are typically 10% but can be
as large as 21% in the tails of the distributions. Figures 117, 118, 119 and 120 of App. H show
the largest relative systematic uncertainties in every bin for each event variable.

In the systematic uncertainties for the normalised cross section measurements, the dom-
inant source of uncertainty for the hadronic based variables is related to the JES. For the
measurement with respect to the |n‘| event variable the normalisation of the background QCD
originating from the e+jets channel dominates at high pseudorapidity, however the total uncer-
tainty is small typically at 0.5%. There is no specific systematic uncertainty which dominates
in the measurements with respect to p.

For the absolute cross section measurements the JES is still among the dominant uncer-
tainties present, however more significant contributions are present from the tt modelling un-
certainties which are fundamentally reduced in the normalised cross section measurements. In
particular, the uncertainty originating from the matrix-element and parton shower energy scales
is large. The b quark tagging efficiency is also large at approximately 3% in all bins.
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CHAPTER 9

Differential cross section results

Now that the differential cross section results are ready to be presented, it is worth stating a
brief summary of the steps required to get to this stage.

Firstly, in order to produce tt events, a large collider is needed, in this case the LHC, and a
detector capable of producing excellent data, the CMS experiment. The detector needs to be
granular enough to reconstruct the energy and momentum of each particle in the event. The
LHC and the CMS detector produce a large amount of good quality data.

In order to compare to the data, a prediction is needed. The calculation of tt differential
cross sections, as shown in Eq. 2.31, involves a combination of partonic cross sections from
perturbation theory and non-perturbative PDFs. The tt process can then be modelled using
event generators, which are a combination matrix-element generators for the hard interaction
and parton shower simulators for dressing the hard interaction with soft radiative emission.
The event generator then fragments and hadronises the final state partons. At this level, the
particle level, is what the unfolded cross section measurements will be compared to. In order
to compare to the event yields at reconstruction level, a model of the CMS detector can be
applied to the simulation.

Both in simulation and data, the final state deposits need to be reconstructed into particle
candidates. This is done using the particle-flow algorithm, which categorises the energy and
charge deposits into electrons, muons, photon, charged and neutral hadrons that are clustered
into jets, and missing pr. Further identification criteria are applied to the particle candidates
to increase the purity of the selected objects.

Now with the event fully reconstructed and analysis objects defined, an event selection can
be applied based on the final state of the single lepton tt decay channel. The reconstructed
yields of tt events in data and simulation can then be measured with respect to the Njets, Hr,
St, priss pW_ ph and |nf| kinematic event variables. When algorithms are applied to both
data and simulation, they very often yield different efficiencies. Scale factors are applied in
simulation in order to match what is seen in data.

With the reconstructed yields calculated, the efficiency, acceptance and resolution effects
from the CMS detector need to be undone, using a method called unfolding. Measurements
of the normalised and absolute differential cross sections are performed to particle level in a
visible phase space. Normalised cross section measurements have greater precision due to the
cancellation of some systematics, whereas the absolute measurements contain all the informa-
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tion available. They are presented to particle level in order to be useful for comparisons with
respect to future models, where the simulation of the CMS experiment is the most time consum-
ing part of model-making, and to measurements from other experiments. It allows for future
models to be compared without wasting valuable time and computational resources on the
simulation of the detector and avoids the influence of large theoretical uncertainties introduced
by extrapolating the results to parton level (or a full phase space).

Finally, there is always an uncertainty associated with the cross section measurements.
These come in the form of statistical and systematic uncertainties. The systematic uncertainties
can come from many experimental and theoretical sources and are estimated by varying the
simulation and/or the background predictions.

The differential cross sections measurements are presented here along with the results from
x? goodness-of-fit tests. Additional studies with respect to the theoretical uncertainties in the
tt model and the effects of non-regularised unfolding are also shown.

9.1 Cross section measurements

Figure 73 shows the normalised differential cross sections with respect to the Njes, Hr and
St event variables and Fig. 74 with respect to the piis pW . p& and |n| variables respectively.
Similarly, Figs. 75 and 76 show the absolute cross section measurements. The cross section
measurements are compared to four particle-level predictions, before the detector modelling,

introduced in Sec. 4.6:
e POWHEG+PYTHIA
e POWHEG+HERWIGH+
e MGH aMCQNLO-NLO-+PyTHIA
e MGH aMCQNLO-LO+PYTHIA

In the lower panels, the ratio of the model cross section to the measured cross section is shown
overlaid onto the grey statistical uncertainty band and the gold systematic band. By eye, good
agreement can already be seen for the Njes variable between the measured cross sections and the
POWHEG+PYTHIA and MG5  aMCQNLO-NLO+PYTHIA models. The trend in the modelling
of the pr of the top quark can easily be seen for all the hadronically based variables and which
is softer in data than simulation. Figures 77, 78, 79 and 80 show the normalised and absolute
cross section measurements compared to three variations of the POWHEG-+PYTHIA simulation.
These are variations of the shower scales, variations of the hgamp matching parameter and a
variation with the application of reweighting to the top quark pr. In the latter case, the slope
seen in the ratio is much less pronounced as expected.

While useful information can be inferred from these plots, absolute statements cannot be
made regarding how well a simulation models the data. This is due to the correlations of the
uncertainties between bins of the measurement. A y? goodness-of-fit test needs to be performed
between each model and the data.

9.2 Goodness-of-fit tests

The x? goodness-of-fit test is defined by

= w Vil (9.1)

v J
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where u is a vector of the differences between the measured cross section and the model per bin
u; = (28 — gmodel) and uT is the transpose of this vector. The correlations between the bins
are taken into account by the full covariance matrix, V. The full covariance matrix is created
by adding together all the covariance matrices for all statistical and systematic uncertainties.
Each element in the covariance matrix is defined as the average of upward and downward

uncertainties, U, according to:
1
Vij = §(U?pU?p + U, (9.2)

In terms of systematic uncertainties which consist of only one variation, the elements of the
covariance matrix are simply given by

The total covariances for the normalised differential cross section measurements are given in
Figs. 121 and 122 and for the absolute measurements in Figs. 123 and 124, all of which can be
found in App. I

Each measurement has a number of degrees of freedom equal to its number of bins. This
is reduced by one for the normalised cross section measurements because of the additional
constraint from the normalisation. A p-value can be obtained for each x?/ndf. A second x?
test is performed between the measured cross sections and the POWHEG-+PYTHIA model where
the theoretical uncertainties in the model as well as in the unfolded data are taken into account.
The correlations between the uncertainties in the prediction of the model and the measured
cross section are included. All y?/ndf and p-values are shown per tt model in Tabs. 15 and 16
for the normalised and absolute cross section measurements respectively.

The predictions of the Sy, p# and pL kinematic event distributions by the
POWHEG+PYTHIA model are consistent with the measured cross sections. The Njes variable is
well described by the POWHEG+PYTHIA generator with x?/ndf of 2.0/5 and 2.2/6 for the nor-
malised and absolute cross section measurements respectively. The tune CUETP8M2T4 used
in the POWHEG+PYTHIA model is derived using jet multiplicity measurements from 8 TeV,
as seen in Fig. 11 and the good description measured here confirms the tune describes well
the data for a larger data set at higher \/s. Tensions are seen in the Hry, py¥ and |n‘| distri-
butions. The results of the x? tests with the inclusion of the theoretical uncertainties in the
POWHEG+PYTHIA model show that any tensions observed are covered, with the exception of
the || distribution.

The POWHEG+HERWIG++ model is broadly consistent with the cross section mea-
surements, particularly for the p2s, p% and p¥ event variables, however large tensions
are seen for the Njgs distributions. Tension is also seen for the |77" | variable.  The
MG5 aMCQNLO-NLO-+PYTHIA model is consistent with all the kinematic event variables
measured, with the exception of |nf|. If the theoretical uncertainties are applied it is ex-
pected that it would cover some of the tensions seen in both the POWHEG+HERWIG++ and
MG5 aMCQNLO-NLO-+PYTHIA models. Without considering the theoretical uncertainties
in the MG5 aMCQNLO-LO+PYTHIA model, there is no consistency with measured data for
any variable.

No model is consistent for all the cross section measurements without taking the theoretical
uncertainties in the model into account. The NLO models are more consistent with the data
than the LO model. When taking into account model theoretical uncertainties, the tensions
are reduced. The |n‘| event variable causes tensions in all models studied. Tables 20 and 20, as
well as Fig. 125, all shown in App. J, show that the tension with respect to |n‘| stems from the
p+jets decay channel. The x?/ndf in the e+jets decay channel is never worse than 6.5/7 for
the POWHEG+PYTHIA model. The tension in the p+jets decay channel is most likely caused
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by an effect on the shape of the distribution, particularly in the final bin. One possibility is
that it could come from the scale factors that have been applied.
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Figure 73: The normalised cross section measurements as a function of the Njes, Hr and St
kinematic event variables. They are compared against different tt simulations. The vertical
bars represent statistical and systematic uncertainties added in quadrature. The ratio of the
predictions to the data is shown below.

9.3 Effects of regularisation

A study on the effects of the regularisation in the unfolding on the y?/ndf calculation is per-
formed. A lack of regularisation can lead to non-physical effects present in the unfolded dis-
tributions, however too much regularisation and the unfolded data is biased towards the input
simulation.

Tables 17 and 18 show the x?/ndf produced when regularisation is not used. Typically
only small changes are seen between the regularised and unregularised measurements. The
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Figure 74: The normalised cross section measurements as a function of the p2's p¥¥, p4 and
In*| kinematic event variables. They are compared against different tt simulations. The vertical
bars represent statistical and systematic uncertainties added in quadrature. The ratio of the
predictions to the data is shown below.
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Figure 75: The absolute cross section measurements as a function of the Njes, Hr and St
kinematic event variables. They are compared against different tt simulations. The vertical
bars represent statistical and systematic uncertainties added in quadrature. The ratio of the
predictions to the data is shown below.
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Figure 76: The absolute cross section measurements as a function of the pss, p¥¥. pf and |n’|
kinematic event variables. They are compared against different tt simulations. The vertical
bars represent statistical and systematic uncertainties added in quadrature. The ratio of the
predictions to the data is shown below.
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Figure 77: The normalised cross section measurements as a function of the Njus, Hr and St
kinematic event variables. They are compared against the POWHEG-+PYTHIA simulation after
varying the shower scales, the hgam, matching parameter and the application of top quark
pr reweighting. The vertical bars represent statistical and systematic uncertainties added in
quadrature. The ratio of the predictions to the data is shown below.
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Figure 78: The normalised cross section measurements as a function of the p2s pW¥, p4 and
In‘| kinematic event variables. They are compared against the POWHEG+PYTHIA simulation
after varying the shower scales, the hqamp matching parameter and the application of top quark
pr reweighting. The vertical bars represent statistical and systematic uncertainties added in
quadrature. The ratio of the predictions to the data is shown below.
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Figure 79: The absolute cross section measurements as a function of the Njes, Hr and St
kinematic event variables. They are compared against the POWHEG-+PYTHIA simulation after
varying the shower scales, the hgam, matching parameter and the application of top quark
pr reweighting. The vertical bars represent statistical and systematic uncertainties added in
quadrature. The ratio of the predictions to the data is shown below.
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Figure 80: The absolute cross section measurements as a function of the p2iss, p¥  pf and
In‘| kinematic event variables. They are compared against the POWHEG+PYTHIA simulation
after varying the shower scales, the hgamp matching parameter and the application of top quark
pr reweighting. The vertical bars represent statistical and systematic uncertainties added in
quadrature. The ratio of the predictions to the data is shown below.
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Table 15: Results of a goodness-of-fit test between the normalised cross sections in data and
several models, with values given as x?/number of degrees of freedom (ndf).

+ POWHEG+PvyTHIA + With MC theoretical uncertainties

. y%/ndf  p-value | x?%/ndf p-value
Niw 1 20/5 085 | 15/5 0.91
Hy | 26/12 <001 , 4.8 /12 0.97
Sp ! 22/12 004 4.2 /12 0.98
prs 11 /5 0.06 2.9/5 0.72
pY ' 16/6 001 2.5 /6 0.87
pr 1 24/16 009 14 / 16 0.63
|+ 19/7 <001 15 /7 0.04

+ POWHEG+HERWIGH+ + MGH aMCQNLO-NLO+PyTHIA + MG5  aMCQNLO-LO+PYTHIA

% /ndf p-value | x%/ndf p-value | x?/ndf p-value
Niets 1 38 /5 <001 | 95 /5 0.09 | 8/5 < 0.01
Hr | 23 /12 0.03 | 11/ 12 0.52 | 160 / 12 < 0.01
Sp 21 /12 0.04 11 /12 0.57 | 110 / 12 < 0.01
pEs 13 /5 093 | 59/5 0.31 | 23 /5 < 0.01
pY | 081/6 099 ! 8.9 /6 0.18 ! 30 / 6 < 0.01
pr ' 11/16 0.82 | 16 / 16 0.44 | 37 /16 < 0.01
'l 197 <001 24 /7 < 0.01 | 30 /7 < 0.01

Table 16: Results of a goodness-of-fit test between the absolute cross sections in data and
several models, with values given as x?/number of degrees of freedom (ndf).

+ POWHEG+PYTHIA + With MC theoretical uncertainties

: x%/ndf  p-value : X2 /ndf p-value
Nies © 22/6 090 | 1.7/6 0.95
Hy | 23/13 005 4.3 /13 0.99
Sp ' 19/13 011 | 47 /13 0.98
pEs T 13/6 005 31/6 0.80
pr 1T )T 0.02 2.7 /)7 0.91
py 1 20/17 028 14 /17 0.68
| 16 /8 004 15/ 8 0.06

+ POWHEG+HERWIGH+ + MGH _aMCQ@QNLO-NLO+PyTHIA + MG5  aMCQNLO-LO+PYTHIA

% /ndf p-value | X% /ndf p-value | x?/ndf p-value
Niets 1+ 39/ 6 <001 | 12/6 0.07 1 93 /6 < 0.01
Hp | 21/13 0.07 | 10 / 13 0.66 } 150 / 13 < 0.01
Sr | 18 /13 017 | 9.3 /13 0.75 | 110 / 13 < 0.01
pRs 15 /6 0.96 | 6.6 /6 0.36 | 26 / 6 < 0.01
pY ' 0.90 /7 1.00 | 92 /7 0.24 | 33 /7 < 0.01
pro 1117 0.87 15 /17 0.58 | 36 /17 < 0.01
Infl + 17/8 0.04 | 23 /8 < 0.01 | 31/8 < 0.01
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largest changes are, as expected, linked to event variables which have a low experimental
resolution. One of the largest changes in the x?/ndf is seen in the p# distribution of the
POWHEG+PYTHIA simulation with model theoretical uncertainties where it decreases from
2.9/5 to 2.1/5. Another is for the Hr distribution in the MG5 aMC@NLO-NLO+PyYTHIA
model where it increases from 11/12 to 12/12. The x?/ndf does not change significantly for
most other event variables and not at all for p§ and |nf|. This implies that regularisation is not
needed in the case of variables with a high experimental resolution.
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Table 17: Results of a goodness-of-fit test between the unregularised normalised cross sections
in data and several models, with values given as x*/number of degrees of freedom (ndf).

 POWHEG+PYTHIA ' With MC theoretical uncertainties

} x%/ndf  p-value } X2 /ndf p-value
Nits 1 1.9 /5 0.86 1.2 /5 0.95
Hr |\ 25/12 001 5.6 /12 0.94
Sp o, 22/12  0.04 5.6 /12 0.94
pRis 93 /5 010 | 21/5 0.84
pY ' 16/6 001 | 2.7/ 6 0.84
ph ! 24/16 009 13 / 16 0.64
|+ 19/7 <001 15 /7 0.04

- POWHEG+HERWIG++ ' MG5_aMC@NLO-NLO+PyYTHIA | MG5_aMC@QNLO-LO-+PYTHIA

' x*/ndf p-value x2/ndf p-value | x?/ndf p-value
Niw ' 42/5 <001 76 /5 0.18 | 81 /5 < 0.01
Hy | 21 /12 005 | 12 / 12 0.44 | 140 / 12 < 0.01
Sy 22/12 0.04 | 11/ 12 0.54 1 98 / 12 < 0.01
pss 082 /5 098 52 /5 0.39 | 21 /5 < 0.01
pY | 17/6 094 ! 94 /6 0.15 | 29 / 6 < 0.01
ph 1 11/ 16 0.83 16 / 16 0.44 i 37 /16 < 0.01
‘19 /7 <001 24 /7 < 0.01 | 30 /7 < 0.01

Table 18: Results of a goodness-of-fit test between the unregularised absolute cross sections in
data and several models, with values given as x?/number of degrees of freedom (ndf).

" POWHEG+PYTHIA ' With MC theoretical uncertainties

| |

' x*/ndf  p-value ! x%/ndf p-value
Niew ' 17/6 094 15/6 0.96
Hy  21/13 007 48 /13 0.98
Sr o, 18 /13 015 | 6.0 /13 0.94
pmiss 11 /6 010 ! 2.4 /6 0.88
pY ' 16/7 002 29 /7 0.89
py ' 20 /17 0.28 14 /17 0.68
Il + 16/8  0.04 15/ 8 0.06

- POWHEG+HERWIG++ + MG5_aMCQ@QNLO-NLO+PYTHIA : MG5_aMC@QNLO-LO-+PYTHIA

% /ndf p-value x%/ndf p-value | x?/ndf p-value
Niw | 38/ 6 <001 | 72/6 0.31 | 70 /6 < 0.01
Hy 1 20 /13 009 | 11 /13 0.64 l 140 / 13 < 0.01
Sr o, 19/13 014 9.8 /13 0.71 1 100 / 13 < 0.01
ps 086 /6 099 | 57/6 0.45 | 25 /6 < 0.01
pY 197 0.96 97 /7 0.21 | 317 < 0.01
ph 110 /17 088 15 / 17 0.58 | 36 /17 < 0.01
‘| + 17/ 8 004 | 23 /8 < 0.01 | 31/8 < 0.01
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CHAPTER 10

Conclusions, prospects and outlook

Both the normalised and absolute cross sections are measured differentially as a function of sev-
eral kinematic event variables at particle level in a visible phase space. The results are compared
to the state-of-the-art tt production models: POWHEG+PYTHIA, POWHEG+HERWIG+ -+,
MG5 aMCQNLO-LO+PyTHIA and MGH aMCQNLO-NLO+PyTHIA. The goodness-of-
fit tests performed between the simulations and measured cross section find that the
POWHEG+PYTHIA model is generally consistent with the data, with any residual differ-
ences covered by theoretical uncertainties within the model. The POWHEG+HERWIG++ and
MG5 aMCQNLO-NLO-+PYTHIA are also consistent with the data for most of the kinematic
event variables, whereas the MG5  aMCQNLO-LO+PYTHIA model is found not to accurately
describe any variable.

It is widely expected for these measurements to be used in the tuning of future tt generators
and therefore the measurements presented here have been implemented in RIVET and are
available to the wider community. In addition, these measurements can be used for constraints
on the PDF of the proton, as an accurate background estimate for beyond the SM or rare SM
searches and as an input to phenomenology studies.

At present, the results are dominated by systematic uncertainties. The precision of these
measurements can only be increased by lowering the so-called systematic wall. This can be
achieved from an improved understanding of the theoretical uncertainties, e.g. using a model
with a more accurate description of the parton shower, or from finding better ways to treat
experimental uncertainties.

It makes sense then to go beyond the bounds of the current analysis into regions that are no
longer dominated by the systematic uncertainty. This could be in the form of double or even
triple differential cross sections using the data recorded in 2016. Going further and considering
the total luminosity delivered by the LHC during Run 2, > 150 fb™!, it would make these
measurements very precise, and very desirable. The ability to compare a model to two or
three different variables simultaneously is an ideal prospect of this analysis for the tt generator
modelling and tuning community. Important distributions, for example the (pie® , [7*°P|) and
(pP, M,;) distributions have already been studied [88]. These allow for comparisons to the
full kinematic properties of the top quark as well as information on the inconsistencies seen
between the top pr spectrum and that of the mass of the tt system. The future of this work
could provide useful additional distributions with respect to the number of additional jets or
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missing pr of the system.

Another option is to go beyond the kinematic event variables used in this analysis. They
could include variables such as the angular separation between the two most likely b jets, the
angular separation between the lepton and closest b jet or the pt of additional jets. New and
novel event variables, for example the n-Jettiness of the event [177], could also be measured.
Of course, all the event variables currently measured can also be extrapolated to parton level
in a full phase space, although perhaps more interesting and useful would be to extend them
into the boosted regime, i.e. the regime where the top decay products become highly collimated
due to being produced at high energy.

Finally, an option is to reinterpret the analysis as a part of an effective field theory
(EFT) [178]. An EFT assumes that any new physics is decoupled from the SM and present at
an energy scale inaccessible to current accelerator technology. As such, the SM is valid only
up to this energy scale, and any new physics would then be introduced by deviations seen in
the tails of the distributions caused by the interference between the SM and EFT. The RIVET
toolkit is a powerful tool in the reinterpretation of analyses.

The following sections introduce some preliminary work, based on these future possibilities
for the measurements presented in this analysis.

10.1 Double differential cross sections

A few preliminary double differential cross section measurements have been performed with
respect to the (St, Nis), (0%, [7°]), (ST, piss) and (pi'S) Nius) event variable pairs. For each
double differential cross section measurement, a set of plots of the data-simulation comparison
in the e+jets and p+jets channels, the migration matrices for unfolding, and the normalised
and absolute differential cross section measurements are shown. Figures 81, 82 and 83 show
the relevant distributions with respect to (St, Njes) and Fig. 84, 85 and 86 with respect to
(p%, |n*]). Further distributions for (Sp, p&s) and (p'5, Njes) are shown in Figs. 126, 127,
128, 129, 130 and 131 in App. K.

The binning scheme for each variable has been chosen arbitrarily and the yield from multijet
QCD measured from simulation. The tt yield is extracted using the background subtraction
method, as for the single differential cross section measurements. The migration matrices used
in the unfolding of the tt yields are created using the POWHEG+PYTHIA sample. The tt yields
are unfolded without regularisation and so an unknown amount of bias may be present. The
bias is thought to be negligible in the case of the (p%, |n‘|) double differential measurements,
because both variables in the single differential measurements required only a minimal amount
of regularisation. The unfolded tt yields are used to calculate the normalised and absolute
cross sections to particle level in the same visible phase space as for the single differential
measurements. A comparison to the POWHEG+PYTHIA tt production model is also shown.
Only statistical uncertainties have been propagated through the measurement, at no point
have any systematic uncertainties been evaluated or unfolding checks performed. The next
steps would be to perform a full analysis, for which the most important aspects would be the
quality tests on the unfolding procedure and the evaluation of the systematic uncertainties.
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Figure 82: The migration matrices constructed, as a function of bin number, for the double
differential cross section measurements with respect to the St and Njes events variables, in the
e+jets (upper) and p-+jets (lower) channels.
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Figure 85: The migration matrices constructed, as a function of bin number, for the double
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e+jets (upper) and p+jets (lower) channels.
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10.2 Additional event variables

A set of possible alternative future variables are presented as simulation-data control plots,
shown in Fig. 87. Only the statistical uncertainties are shown. The first is the mass of the
signal lepton and its closest b quark, My,. This is defined by adding the respective four-momenta
of the particles together and calculating

for the system. As well as the mass of the b system, also shown is the angle between them,
Ope- The mass of the system of the leading three jets, M3, is measured in a similar way to M.
Finally, the scalar sum of the pr of the 3rd and 4th leading jets, p’2** is shown along with the pr
of any additional jets in the event. Measurements with respect to these event variables provide
additional information on the kinematic properties of the top quark system, for example acting
as proxies for the masses of the top quark and W boson, and adding additional sensitivity to
underlying event and ISR/FSR. These new variables can also be used as a part of a suite of

double or triple differential cross section measurements.

10.3 Effective field theory

The SM is largely assumed to be a valid theory up until an energy scale at which new physics is
introduced, Axp. At this point any new field theory must satisfy three conditions, namely: the
SM gauge group SU(3)c ® SU(2);, ® U(1)y should be contained within the new gauge group, all
the degrees of freedom of the SM should still be present, and at low energies it should reduce
into the SM. This reduction is believed to originate from the decoupling of the massive new
particles at Axp.

The new physics can be added to the SM Lagrangian by adding higher-dimensional op-
erators, O;, constructed only out of SM fields, which maintains gauge invariance, and their
associated coupling strengths, C;, known as Wilson coefficients.

=1
Lerr = Lsm + g ~d—1 E C’Zd(’)f (10.2)
— A\p &
d= A
1 1
Lepr = Loy + —— PO + -3 P00 + hee. + ... (10.3)
Axp Alp

7

The higher-dimensional terms are suppressed by Al“\{l}fl, where d is the dimension. At dimension
5 there is only one operator after gauge symmetry constraints have been applied. It violates
lepton number and has no relation to top physics and so is not considered further. At dimension
6 however, there are 16 operators which are relevant for top quark production and decay [179].
These operators can alter the normalisation and/or shape of top quark kinematic distributions.
One particular operator of interest is O;q which modifies the ttg vertex and introduces a new
ttgg vertex, as shown in Fig. 88, and results in a modification to the tt production cross section.
The absolute differential cross section measurements presented in this thesis have sensitivity to
this modified tt production cross section.

The EFT calculations are shown with respect to the Ht event variable in the rest of this
section, however similar distributions can be found with respect to the other event variables
in App. L. A LO model for the SM and top quark related EFT operators, including the Oq
operator, is detailed in [180]. Constraints on the parameter ¢c/a2, can be calculated follow-
ing prescriptions given in [163,180]. Events based on the EFT model are generated using
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Figure 87: The distributions of M, 0y, M3, pjTE’j4 and additional p]{ft after full event selection.
The tt simulation is normalised to the NNLO prediction. The ratio of the number of events
in data to that in simulation is shown below each of the distributions, with the statistical

uncertainty in the data shown by the vertical error bars.
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P G

Figure 88: The upper two panels show the Feynman diagrams for the modified ttg vertices and
the lower panel the additional ttgg vertex from the inclusion of the O, operator. The red dot
indicates the effective vertex.

MG5_aMC@NLO (v2.6.2) interfaced with PYTHIA (v8.238). It is not feasible, however, to
generate many different simulated samples depending on different strengths of Cec/az,. In-
stead, the interference contributions can be scaled to the desired value of ¢ /a2, using the
following method. The tt production cross section can be written as a perturbative expansion
in terms of /a2,
2
O = UtSfM + % P+ (%) . Ba, (10.4)
NP NP

where the 3 terms are O;q contributions to the cross section from linear and quadratic per-
turbations of Cte/a2,. By taking arbitrary values for this perturbation at X this reduces to

o (+X) — og(—=X)

B = 5% , (10.5)
which is the linear interference contribution for the Feynman diagrams containing one SM vertex
and one O vertex. The interference term is then scaled to the desired ©ic/a2, strength and
added to the SM prediction (X = 0) for the final EFT prediction. The quadratic contributions
to the total tt production cross section are negligible for Cic /a2, < 1 TeV 2 [181].

Three EFT simulations are created using coupling strengths of Cia /a2, = +1, 0, —1 TeV 2
An independent sample of LO SM tt production is also simulated using the same generator in
order to provide a scaling from LO to NNLO which is applied to all three EFT simulations. The
scaling is calculated to be 1.69 and applied to all distributions. The three EFT simulations are
shown in the upper panel of Fig. 89 and compared, using the RIVET plugin, to the absolute tt
production cross section with respect to the Hr event variable, as measured in the measurements
presented in this thesis.

The best-fit Cia/a2, strength can then be extracted from a fit of x? goodness-of-fit tests
between the absolute cross sections and predictions over a given a range of Cwc/az,. The
goodness-of-fit tests follow an identical method to those described in Sec. 9.2 and use the
covariance matrix of the absolute cross section measurements. The lower panel of Fig. 89
shows nominal fit of the Ax? value (the difference between the x? value and the best fit x?
value) for different ©tc /a2, strengths when considering the absolute tt production cross sections
with respect to the Hy event variable. The Cic /a2, strength at the best fit x? value is shown
surrounded by the 68% confidence interval (CI) and the 95% confidence interval. The best fit
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value for Cia /a2, is found to be -0.78 TeV ™2 with a 95% CI —1.86 < Cic/a2, < 0.29 TeV 2. A
summary table of the resulting CIs from all the other event variables is shown in App. L.
This basic study provides large confidence intervals already consistent with current mea-
surements, for example —0.06 < Cia /a2, < 0.41 TeV 2 in [163] which is calculated using a NLO
EFT model. Many aspects of this study can, and need, to be improved, such as the imple-
mentation of a NLO model using an alternative generator to MG5 _aMCQNLO-LO+PYTHIA
and the combination of the measurements from the different event variables, which involves
calculating the correlations between the event variables. In additional, the scaling of the EFT
simulations from LO to NNLO using SM simulations may not be valid in an EFT context.
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Figure 89: The upper panel shows the absolute differential cross sections with respect to the
Hr event variable, predicted by setting the ¢ic/a2, parameter to -1 (red), 0 (green) and +1
(blue) TeV 2 respectively, compared to that measured in this thesis. The lower planel shows
the Ax? value for EFT models of differing Cic /a2, strengths and the absolute tt cross section
with respect to the Ht event variable. The nominal fit (blue) is shown together with its best
fit value (black) and 68% (green) and 95% (gold) confidence intervals.
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Summary

The field of particle physics sets out to answer two of the greatest, most fundamental questions
of our age. What are the constituents of the Universe, and how do they interact? At its heart
is the SM, unparalleled in its success at predicting the existence of and confirming all of the
observed particles and their interactions. It is not without problems though, with its inability
to explain gravity or to describe the baryonic content of the Universe. These, and other issues,
motivate the work of particle physicists determined to create a complete picture of our Universe.

The top quark is the most massive, elementary particle of the SM, and the study of which
is expected by particle physicists to be the most sensitive to any BSM physics. This new
physics could directly manifest itself in the production, decay and couplings of the tt system.
It will decay without forming a hadron, allowing physicists to study its bare quark properties
through its decay products. The top quark also appears in, and can be a major background
to, many rare SM and BSM processes. For these reasons, and more, precision measurements of
the properties of the top quark, especially inclusive and differential cross sections, are vital.

This thesis presents measurements of differential tt production cross sections as a function
of several kinematic event variables using events with a single electron or muon. Kinematic
event variables do not require the reconstruction of the complete tt system. The event variables
considered are the jet multiplicity, the scalar sum of the jet pr and the scalar sum of the pr
of all particles, the magnitudes of the pt imbalance and the pr of the leptonically decaying W
boson and finally, the magnitudes of the pr and n of the lepton. This set of event variables is
extremely useful. Some are sensitive to not just the hard interaction, but also the soft processes
underneath, making them very suitable in the validation of event generation and modelling.
Many of the event variables are also used as the search variable of choice when looking for
BSM physics, so precise measurements of the differential cross section for, often, the largest
background, with respect to these search variables is very useful. The event variables can also
be used as proxies for the top quark, without having to reconstruct it, providing additional
information from a subtly different (metaphorical) angle.

The measurements are performed using collision data collected by the CMS detector at
the LHC in 2016 and the total amount of data used in this thesis corresponds to 35.9 fb™'.
Normalised and absolute differential cross sections are calculated to particle level in a visible
phase space and compared, using goodness-of-fit tests, to four state-of-the-art tt production
models:

e POWHEG+PYTHIA

¢ POWHEG+HERWIG++
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e MGH aMCQNLO-NLO-+PyTHIA
e MG5 aMCQ@QNLO-LO+PYTHIA

The NLO models are found to be consistent with the data, however the MG5 aMC@NLO-
LO-+PYTHIA generator is not. Tension was observed in the measurement with respect to the
In’| event variable for all models, which originates from the p+jets decay channel. It is thought
to come from shape effects, possibly introduced with the application of scale factors, but more
investigation is necessary.

These cross section measurements are a part of a suite of 13 TeV complementary measure-
ments, across different final states, phase spaces and experiments [1,85-88,96-100]. In addition,
these measurements can be used for constraints on the PDF of the proton, as an accurate back-
ground estimate for BSM or rare SM searches and as an input to phenomenology studies. They
have been made available to the wider community by implementing them in RIVET and are
already being used in the tuning and validation of the next generation of tt models.

Final remark from the author

Due to the nature of the top quark, the field of top quark physics is by necessity a wide
one. Among the vast array of topics, differential cross section measurements of the top quark
pair production will always be relevant and important, especially so, as the next generation
of particle colliders are considered. At higher collision energies and luminosities, hints of new
physics in the top sector seem just around the corner. In the future electron-positron colliders,
the top quark properties can be measured to an unprecedented degree of precision, and in doing
so, test the compatibility of the SM as rigorously as possible. The field of top quark physics
is integral to the field of particle physics and it has been one that I've loved to work in and I
believe its future is very bright indeed.
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Samenvatting

De deeltjestysica tracht twee van de grootste, meest fundamentele vragen van dit tijdperk te
beantwoorden. Wat zijn de bouwstenen van het Universum en hoe interageren deze bouwste-
nen? Centraal in deze vragen staat het standaard model, ongeévenaard succesvol in de voor-
spelling en beschrijving van alle waargenomen deeltjes en hun interacties. Het standaard model
is niet zonder gebreken, het is bijvoorbeeld niet in staat om zwaartekracht of niet-barionische
materie te beschrijven. Deze en andere gebreken zijn het gevolg van deeltjes fysici die gedreven
zijn om een zo compleet mogelijk beeld van het Universum te schetsen.

Er wordt verwacht dat het top quark, het zwaarste deeltje in het standaard model, het
meest gevoelig is aan nieuwe fysica voorbij het standaard model. Deze nieuwe fysica toont
zichzelf rechtstreeks in de productie werkzame doorsnede van het top quark-antiquark paar
(tt). Om deze en andere redenen is een precieze kennis van de inclusieve en partiéle werkzame
doorsneden van het standaard model top quark uitermate belangrijk.

Deze thesis presenteert een meeting van de differentiéle tt productie werkzame doorsnede
in functie van verschillende kinematische evenement variabelen waarbij evenementen met een
enkel elektron of muon gebruikt worden. Kinematische evenement variabelen zijn variabelen
waarvoor de volledige reconstructie van het compleet tt systeem niet vereist zijn. De evenement
variabelen onder beschouwing zijn jet veelvuldigheid, de scalaire som van de transversale jet
impulsen, de scalaire som van de transversale impulsen van alle deeltjes, de grootte van het
transversaal impuls onevenwicht, de transversale impuls van het leptonisch vervallend W en
uiteindelijk ook de grootte van de transversale impuls en de pseudorapiditeit van het lepton.

De metingen werden uitgevoerd met botsingsdata verzameld met de CMS detector aan het
LHC, de totale hoeveelheid data gebruikt in deze thesis komt overeen met 35.9 fb~'. Even-
ementen waarbij zowel een enkel geisoleerd elektron of muon voorkomt als minstens vier jets
waarvan er minstens twee geidentificeerd zijn als afkomstig van een b quark worden beschouwd.
Bijkomstige selecties op de kwaliteit van de leptonen en de jets werden toegepast. De tt op-
brengst wordt geschat door zowel V+jets en enkelvoudige top achtergrond simulaties als QCD
bijdragen bepaald met data van de data af te trekken. De metingen worden voorgesteld op
deeltjes niveau waarbij de kinematische distributies opgebouwd worden uit stabiele deeltje
(deeltjes met een gemiddelde levensduur van meer dan 30 ps) in de detector. Hierbij wordt
een faseruimte gebruikt die gelijkaardig is aan de faseruimte beschikbaar voor de detector. Het
aantal evenementen die gereconstrueerd worden door de detector maar die zich niet in de zicht-
bare faseruimte bevinden worden afgetrokken van de tt opbrengst. Hierna wordt de opbrengst
ontvouwd om de effecten van de detector acceptantie en efficiéntie en bewegingen tussen bins
door de detector resolutie in rekening te brengen.
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Zowel de genormaliseerde als de absolute werkzame doorsnede worden berekend ten
opzichte van de ontvouwde opbrengst. Ze worden ook vergeleken met de beste tt
modellen: POWHEG+PYTHIA, POWHEG+HERWIG++, MG5 aMCQNLO-LO+PYTHIA en
MG5 aMCQNLO-NLO-+PyTHIA. Fit kwaliteit tests tussen de gemeten en de gegenereerde
werkzame doorsneden werden uitgevoerd. Er werd bevonden dat powhegpythia over het alge-
meen consistent is met de data waarbij verschillen binnen de theoretische onzekerheden van de
modellen vallen. De POWHEG+HERWIG++ en MG5 aMCQNLO-NLO+PYTHIA modellen
zijn consistent met de data voor het grootste deel van de kinematische evenement variabelen,
MG5 aMCQNLO-LO+PYTHIA beschrijft geen enkele kinematische variabele correct.

Er wordt verwacht dat deze metingen gebruikt zullen worden om de tt generatoren te
verbeteren. In dat opzicht werden de resultaten ook in RIVET beschikbaar gemaakt voor
de bredere gemeenschap. Bovendien kunnen deze metingen gebruikt worden om de parton
distributie functie van het proton te beperken, als nauwkeurige achtergrond schatting voor
zoektochten naar fysica voorbij het standaard model of zeldzame standaard model processen
en als informatie voor fenomenologische studies.
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APPENDIX A

Purity and stability in the muon decay
channel

Additional bias tests on the unfolding procedure are performed by unfolding tt events generated
from an alternative model and comparing to the true values. These are shown in Figs. 90 and 91
in the e+jets and u+jets channels respectively. For the most part, they lie comfortably within
the systematic uncertainties, shown as the grey band in the ratio plots.
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Figure 90: The purity and stability of the bins in the p+jets channel, measured using the
POWHEG-+PYTHIA simulation sample, for the Njes, Hr and St event variables.
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APPENDIX B

Residual distributions

Figures 92, 93, 94, 95, 96, 97, 98, 99 and 100 show the comparisons of the bin widths and the reso-
lutions (calculated from the residual distributions) in each bin for all event variables except Njets.
The residual distributions are calculated using simulated events from the POWHEG-+PYTHIA
model where the events from the e+jets and u-+jets channels have been combined.
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Figure 94: The set of residual distributions for the first 7 bins of the of the St event variable
calculated using the POWHEG+PYTHIA simulation. Overlaid is the half-bin width (red) and

the resolution (blue)
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Figure 95: The set of residual distributions for the last 6 bins of the of the St event variable
calculated using the POWHEG+PYTHIA simulation. Overlaid is the half-bin width (red) and
the resolution (blue)
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Figure 97: The set of residual distributions for the pY event variable calculated using the
POWHEG+PYTHIA simulation. Overlaid is the half-bin width (red) and the resolution (blue)
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Figure 98: The set of residual distributions for the first 9 bins of the of the p% event variable
calculated using the POWHEG+PYTHIA simulation. Overlaid is the half-bin width (red) and
the resolution (blue)
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Figure 99: The set of residual distributions for the last 8 bins of the of the p% event variable
calculated using the POWHEG+PYTHIA simulation. Overlaid is the half-bin width (red) and
the resolution (blue)
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Figure 100: The set of residual distributions for the |n‘| event variable calculated using the
POWHEG+PYTHIA simulation. Overlaid is the half-bin width (red) and the resolution (blue)
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APPENDIX C

Response matrices in the muon decay
channel

The migration matrices, calculated using the POWHEG+PYTHIA model, for the p+jets chan-
nel, calculated using the common binning scheme, are shown in Fig. 101 for the Njes, Hr and
St event variables and in Fig 102 for the p=, pW p% and |n*| event variables. The bin-
ning requirements result in close-to-diagonal migration matrices with an acceptable statistical

uncertainty.
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Figure 101: The set of migration matrices calculated using the POWHEG+PYTHIA simulation
sample for the Njets, Hr and St event variables in the p-+jets channel using the common binning
scheme.
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Figure 102: The set of migration matrices calculated using the POWHEG+PYTHIA simulation
sample for the p2iss pWV. p% and |n‘| event variables in the p+jets channel using the common

binning scheme.

171






APPENDIX D

Regularisation strength in the muon
decay channel

The regularisation strengths calculated by minimising the average global correlation coefficient
of the bins, for the p+jets channel, are shown in Fig. 103 for the Njes, Hr and St event

miss

variables and in Fig 104 for the p&ss, pWV  pf and |nf| event variables.
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Figure 103: A scan of the average global correlation coefficient with respect to the regularisation
parameter 7 in the p+jets channel, for the Njes, Hr and St event variables. The optimal 7 is
shown as a red point at the minimum of the scan.
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175

, p¥, p7 and |n*| event variables. The optimal






APPENDIX E

Pull distributions in the muon decay
channel

The set of pull distributions for the p-+jets channel, are shown in Fig. 105 for the Njes, Hr
and St event variables and in Fig 106 for the piis pW pL and |nf| event variables. It can
clearly be seen that the mean and width of the pull distribution are close to zero and one, so

the unfolding is treating the uncertainty and normalisation correctly.
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Figure 105: The pull mean and widths in relation to the bin numbers of the Njes, Hr and St
event variables in the p+jets channel. The 5000 pseudo experiments are generated from the
POWHEG+PYTHIA simulation.
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Figure 106: The pull mean and widths in relation to the bin numbers of the piiss, pW pf and
In‘| event variables in the ptjets channel. The 5000 pseudo experiments are generated from

the POWHEG+PYTHIA simulation.
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APPENDIX

Creating the envelopes to test for bias

The top quark pr in the POWHEG+PYTHIA model is reweighted up and down to cover the
differences between data and simulation in order to provide a basis for the bias tests. Fig-
ures 107, 108, 109 and 110 show the reweighted kinematic event distributions in the e+jets and
p—+jets channels respectively.
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Figure 107: The kinematic event distributions given by the POWHEG+PYTHIA sample (green)
with the top quark pr reweighted up (red) and down (blue) to cover differences to data (ma-
genta) in the e+jets channel, for the Njes, Hr and St event variables. The distributions are
normalised to one.
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Figure 108: The kinematic event distributions given by the POWHEG+PYTHIA sample (green)
with the top quark pr reweighted up (red) and down (blue) to cover differences to data (ma-

genta) in the e+jets channel for the pis p¥W pL and |n‘| event variables. The distributions
are normalised to one.
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Figure 109: The kinematic event distributions given by the POWHEG+PYTHIA sample (green)
with the top quark pr reweighted up (red) and down (blue) to cover differences to data (ma-
genta) in the p+jets channel, for the Njes, Hr and St event variables. The distributions are

normalised to one.
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Figure 110: The kinematic event distributions given by the POWHEG+PYTHIA sample (green)
with the top quark pr reweighted up (red) and down (blue) to cover differences to data (ma-

miss

genta) in the p+jets channel for the pf
are normalised to one.
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APPENDIX GG

Checking bias in the muon decay channel
and 1n alternate models

Bias tests performed in the p+jets channel are shown in Figs. 111, 112. Additional bias tests
on the unfolding procedure are performed by unfolding tt events generated from an alternative
model and comparing to the true values. These are shown in Figs. 113, 114, 115 and 116 in the
e+jets and p+jets channels respectively. For the most part, they lie comfortably within the
systematic uncertainties, shown as the grey band in the ratio plots.
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Figure 111: The cross sections for the reweighted models unfolded using the POWHEG+PYTHIA
derived migration matrix compared to the true model cross sections are shown for the Njes,
Ht and St event variables in the p+jets channel in the upper panels. The lower panels give
the ratio of the two cross sections known as the bias.
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Figure 112: The cross sections for the reweighted models unfolded using the POWHEG+PYTHIA

miss

derived migration matrix compared to the true model cross sections are shown for the p's*,
pv, p& and |n‘| event variables in the u+jets channel in the upper panels. The lower panels
give the ratio of the two cross sections known as the bias.
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Figure 113: The cross sections for the alternate tt production models unfolded using the
POWHEG+PYTHIA derived migration matrix compared to the true model cross sections are
shown for the Njes, Hr and St event variables in the e+jets channel in the upper panels. The
lower panels give the ratio of the two cross sections known as the bias.
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Figure 114: The cross sections for the alternate tt production models unfolded using the
POWHEG+PYTHIA derived migration matrix compared to the true model cross sections are
shown for the piss. p¥W p% and || event variables in the e+jets channel in the upper panels.
The lower panels give the ratio of the two cross sections known as the bias.
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Figure 115: The cross sections for the alternate tt production models unfolded using the
POWHEG+PYTHIA derived migration matrix compared to the true model cross sections are
shown for the Njes, Hr and St event variables in the p+jets channel in the upper panels. The
lower panels give the ratio of the two cross sections known as the bias.
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cross sections for the alternate tt production models unfolded using the

POWHEG+PYTHIA derived migration matrix compared to the true model cross sections are

shown for the pf

miss

, p¥, p and |n‘| event variables in the p+jets channel in the upper panels.

The lower panels give the ratio of the two cross sections known as the bias.
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APPENDIX H

Largest systematic uncertainties

Figures 117 and 118 portray the relative systematic uncertainties in every bin for each variable
for the normalised cross section measurements. Similarly, Figs. 119 and 120 show the uncer-
tainty compositions for the absolute cross section measurements. The gold band indicates the
total systematic uncertainty and the grey band the total statistical uncertainty. Shown in bold
are the systematic uncertainties which are the leading or subleading contributions to any bin.
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Dominant uncertainties are shown in bold. The grey band represents the total
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APPENDIX |

Covariance Matrices

Figures 121 and 122 show the total covariance matrices calculated for the normalised differential
cross section measurement with respect to each kinematic event variable. The total covariance
matrix is calculated from the sum of the covariances matrices from each source of uncertainty.
The total covariances for the absolute differential cross sections are measured similarly and can
be found in Figs. 123 and 124
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Figure 121: The total covariance matrix for the normalised differential cross section measure-
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APPENDIX .J

Differential cross sections as a function of
lepton pseudorapidity

As has been seen, there is some tension in the differential cross sections calculated as a function
of [nf|. Tables 19 and 20 along with Fig. 125 show the x? goodness-of-fit tests and differential
cross section plots with respect to the |n‘| event variable in the etjets and p+jets channels.
This tension in the combined differential cross section measurements seems to come from the
muon channel. It is likely that it is caused by an effect on the shape of the distribution, possibly
introduced when scale factors have been applied.

Table 19: Results of a goodness-of-fit test between the normalised cross sections as a function
of |n*| in data and several models, for the e+jets, ptjets and e, u+jets channels. The values
are given as x?/number of degrees of freedom (ndf).

In*| i POWHEG+PyTHIA | With MC Theory | POWHEG+HERWIG++ | MG5 _aMC@NLO-NLO | MG5 aMC@NLO-LO
Normalised | x?/ndf  p-value | x%/ndf p-value | x?/ndf p-value ! x%/ndf p-value | x%/ndf p-value
e, utjets |, 19/7 <001 ,15/7 004 ,19/7 < 0.01 124/ 7 < 0.01 130/ 7 < 0.01
efjets '6.5/7 049 '51/7 064 47/7 0.60  168/7 0.45 75 /7 0.38
ptjets 17 /7 002 1 11/7 014 1 18/7 0.01 25 /7 < 0.01 24 /7 < 0.01

Table 20: Results of a goodness-of-fit test between the absolute cross sections as a function of
In*| in data and several models, for the e+jets, u+jets and e, u+jets channels. The values are
given as x?/number of degrees of freedom (ndf).

[7f ' POWHEGPYTHIA , With MC Theory i POWHEG+HERWIG++ 1 MG5_aMC@NLO-NLO | M5 aMC@NLO-LO
Absolute | x2/ndf  p-value | x?/ndf p-value | x?/ndf p-value | x%/ndf p-value | x2/ndf p-value
e, putjets | 16 /8 004 ,15/8 006 ,16/8 0.04 123/ 8 < 0.01 1 31/8 < 0.01
etjets '74/8 050 71/8 052 !6.7/8 0.57 19.0/8 0.34 12/8 0.14
jrtjets 116 /8 005 1 12/8 017 116/8 0.04  125/8 <001 127/8 <0.01
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Figure 125: The normalised (upper) and absolute (lower) differential cross sections with respect
to the |n‘| event variable, in the e+jets (left) and p+jets (right) channels.
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APPENDIX K

Additional double differential
distributions

Figures 126, 127 and 128 show the basic control plots, response matrices and double differential
cross section measurements for the (St, pTis) set of event variables. This gives a comparison
for how well the total activity of a tt event is modelled depending on the missing pr-.

miss

Another set of event variables, (p7'®, Njes), shows how well the missing pr is modelled for
different jet multiplicities and is shown in Figs. 129, 130 and 131.
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APPENDIX L

EFT studies

Figures 132, 133, 134, 135, 136 and 137 show the predictions using a LO EFT theory model
simulated with MG5 aMC@NLO-LO and PYTHIA compared to the absolute differential tt
cross sections with respect to Nies, ST, pss, p¥, pf and |n‘| in the left panels and the cor-
responding nominal fit for the Ax? as a function of Cic/a2,, strength in the right panels. Also
shown in the right panels are the best fit value for the €t /a2, strength together with the 68%
and 95% confidence intervals. A summary of the 95% confidence intervals obtained with each

event variable is shown in Tab. 21.

Table 21: The 95% confidence intervals reached for each event variable

Event Variable 95% CI

Niets —1.73 < G /az, < —0.28
Hr ~1.86 < Ctc /a2, < 0.29
St —1.37 < Gia /a2, < 0.58

puiss —1.44 < Ge/az, < 0.51
pyY —1.65 < Gwa /a2, < 0.20
Py —1.95 < Gia /a2, < 0.21
In*| —1.27 < G /a2, < 1.14
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Figure 132: The left panel shows the predictions of EFT simulations using ¢tc /a2, strengths of
-1, 0 and 1 TeV ™2 for the Nj.s event variable. The right panel shows nominal fit of the Ax?
value between the prediction and the absolute tt cross section for differing Ctc /a2, strengths.
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Figure 133: The left panel shows the predictions of EFT simulations using €tc/a2, strengths
of -1, 0 and 1 TeV~2 for the Sy event variable. The right panel shows nominal fit of the Ay?
value between the prediction and the absolute tt cross section for differing Ctc /a2, strengths.
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Figure 135: The left panel shows the predictions of EFT simulations using ¢tc/a2, strengths
of -1, 0 and 1 TeV~? for the p¥¥ event variable. The right panel shows nominal fit of the Ay?
value between the prediction and the absolute tt cross section for differing Cic /a2, strengths.
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